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Foreword 

The ADVANCES IN CHEMISTRY SERIES was founded in 1949 by the American 
Chemical Society as an outlet for symposia and collections of data in 
special areas of topical interest that could not be accommodated in the 
Society's journals. It provides a medium for symposia that would other­
wise be fragmented because their papers would be distributed among sev­
eral journals or not published at al l . 

Papers are reviewed critically according to A C S editorial standards 
and receive the careful attention and processing characteristic of A C S 
publications. Volumes in the A D V A N C E S IN CHEMISTRY SERIES maintain 
the integrity of the symposia on which they are based; however, verbatim 
reproductions of previously published papers are not accepted. Papers 
may include reports of research as well as reviews, because symposia 
may embrace both types of presentation. 
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Preface 

ELECTROMAGNETIC FIELDS ( E M F S ) IN T H E ENVIRONMENT come from 
sources that are both natural (e.g., U V , IR, and visible light) and man-
made (e.g., electric power and appliances), and they cover a wide fre­
quency range. Because the energy of a field depends on the frequency, 
the effects on living systems vary with the frequency range. Highly ener­
getic fields at frequencies greater than about 10 1 6 H z are called ionizing 
radiation because the energy is sufficient to break chemical bonds. The 
lower energy E M F s in the microwave range (3 x 10 9 to 3 x 1 0 n Hz) 
cannot break bonds but do cause rapid heating of tissue as energy is ab­
sorbed. A t the still lower power frequencies (50-60 Hz) , even thermal 
effects of weak fields are negligible, but evidence of important biological 
effects is growing. 

In recent years, interest has focused on the 50-60-Hz power-fre­
quency range, largely because epidemiological studies have shown an in­
creased risk of leukemia in children living close to electric power distribu­
tion lines. In a parallel but related development, electric devices based 
on low-frequency E M F s have been approved for therapeutic use to accel­
erate healing of bone fractures. The stimulation of biosynthesis suggested 
by both epidemiological and clinical studies has been observed in labora­
tory studies of cells in vitro. The data from changes in biosynthesis and 
other cellular processes after exposure to E M F s have recently provided 
important clues for understanding biological mechanisms. Especially rele­
vant is the fact that the changes in protein synthesis caused by E M F s are 
similar to the "stress response" to noxious stimuli normally found in all 
cells. 

A s awareness of E M F s in the environment has grown, along with the 
sensitivity of the public to possible health risks, the need for sound scien­
tific information has also increased. The Bioelectromagnetics Society was 
asked by the American Chemical Society's Division of Environmental 
Chemistry, Inc., to organize a symposium and tutorial on this subject 
for the spring 1992 A C S meeting in Denver, Colorado. A s chair of the 
Intersociety Relations Committee, I organized a half-day program of tuto­
rial lectures highlighting important facets (e.g., epidemiology, exposure, 
and biological mechanisms) of the problem. The program was approved 
by the Bioelectromagnetics Society Board and was well received at 
the A C S meeting. After a request from A C S Books to expand the 
symposium and tutorial into a book, we used the opportunity of a broader 
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format to achieve more effective coverage, especially on the biochemical 
and biophysical mechanisms of interest to scientists. This book is the 
result. We have combined the knowledge of many experts on various 
aspects of the environmental E M F problem to provide an introductory 
survey at a scientifically sophisticated level. We trust the book wil l be 
informative and transmit the excitement and challenge of this field. 

MARTIN B L A N K 

Department of Physiology and 
Cellular Biophysics 

Columbia University 
New York, NY 10032 
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1 

Biological Effects of Environmental 
Electromagnetic Fields: An Overview 

Martin Blank 

Department of Physiology and Cellular Biophysics, Columbia University, 
New York, NY 10032 

This overview introduces the multidisciplinary problem of environ­
mental electromagnetic (EM) fields. The different topics are pre­
sented in approximately the same order as the chapters in the book. 
The physical characteristics of electric and magnetic fields in the 
environment, as well as in the bodies of developing and mature bio­
logical systems, are considered first. Subsequent chapters discuss 
exposure and risk, and therapeutic applications of EM fields. A ma­
jor section of the book deals with recent attempts to establish bio­
logical plausibility as well as the mechanism of interaction between 
EM fields and biological systems at both the molecular (physical 
transduction) and cellular (biochemical pathways) levels. 

A WELL-KNOWN STORY tells of a successful politician who urgently needed 
some technical advice and approached a close adviser with the following 

request: 
"Get me an appointment with a one-handed scientist!" 
"What do you mean, a one-handed scientist?" was the reply. 
"1 need a one-handed scientist because every time I ask a normal scientist 

a question, he or she gives me an answer and then quickly adds 'but on the other 
hand...'; I need a definite answer." 

As this story suggests, many of the urgent questions that have been raised 
in connection with the environmental electromagnetic (EM) fields issue have no 

0065-2393/95/0250-0001$12.00/0 
© 1995 American Chemical Society 
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2 ELECTROMAGNETIC FIELDS 

definitive answers at the moment, and definitive answers should not be expected 
from this overview or book. On the other hand, much has been learned about 
E M fields in the past few years. Two-handed scientists are really the only scien­
tists, and those who have contributed to this volume, as well as the others whose 
work is reviewed here, provide the best available answers to the practical ques­
tions about E M fields that confront society today. 

Spectrum of EM Waves 

E M waves are periodic changes in electric and magnetic fields that propagate 
through space away from their source, which is an oscillating charge. At high 
frequencies the electric and magnetic fields move together, but at very low fre­
quencies the fields can be effectively separated. The frequency determines the 
energy of the waves, and the biological effects vary with the frequency. To indi­
cate the variety of effects, three different ranges in the frequency spectrum will 
be considered: the most energetic (ionizing radiation), an intermediate 
(communication) range, and the weakest (power-frequency) range. 

The most energetic waves, which propagate at the highest frequencies, can 
dislodge electrons when they hit matter and are therefore called "ionizing radia­
tion". Cosmic rays and X-rays (10 , 8 -10 2 2 Hz) damage cells, and as a result, 
people take precautions to minimize exposure. Even at lower frequencies near 
the visible range, overexposure to the ultraviolet (10 1 6 Hz) waves in sunlight can 
damage the skin. The connection between exposure to sunlight and skin cancer 
has caused concern about recently documented changes in the ozone layer and 
the consequent decreases in the natural shielding against ultraviolet light. 

Lower-frequency, less-energetic waves are nonionizing, but the micro­
waves ( 109— 1011 Hz) that are used to cook foods could obviously damage our 
bodies i f there were no shielding. (Actually, the fields emitted from a microwave 
oven cover a wider spectrum, including the much weaker power frequencies.) A 
closely related region of the E M spectrum came to public attention recently be­
cause of concern over a possible link between cellular phones, which transmit at 
about 109 Hz, and brain cancer. Publicity on the Larry King Show and articles in 
the New York Times and Time have caused many people to suspect that cellular 
phones may be dangerous. Because very few studies of biological effects have 
been done in this frequency range, no one knows if they are dangerous. People 
generally believe that danger cannot exist unless effects are felt. However, cellu­
lar phone frequencies or the communication frequencies of radio and television 
( 10 4 - l 0 8 Hz) can heat in our bodies at high power levels. 

In the range of power transmission frequencies (60 Hz in the United States 
and 50 Hz elsewhere), the consensus has been that these extremely low fre­
quencies (ELF) are benign because of the low energy levels. Intensity is also 
extremely important, of course, because a large current at 60-Hz frequency can 
cause great damage in electrocution. Nevertheless, these frequencies have not 
been considered a significant environmental concern. 
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1. BLANK Biological Effects of Environmental EMFs 3 

However, the power-frequency range is very close to the frequencies of 
many natural processes in the body. This range includes the rates of physiologi­
cal processes that involve ionic currents, and also the rates of biochemical reac­
tions that involve charge transfers between molecules. For example, the dura­
tions of action potentials in excitable tissue (nerves and muscles) are in the 1- to 
10-ms range (which corresponds to 100-1000 Hz), and the turnover numbers of 
many enzymes are in the 50-Hz frequency range. In vitro studies using exter­
nally applied power-frequency-range E M fields have shown changes in the ac­
tivity of enzymes as well as stimulation of biosynthetic processes that involve 
RNA polymerase (see chapters in this volume by MacGinitie, Bassett, and 
Sisken). The mechanisms of these effects of E M signals on physiological and 
biochemical processes may be directly linked to the power-frequency range. 
Streaming potentials due to the flow of blood and other fluids, and piezoelectric 
potentials due to the stressing of long bones, generally occur at lower frequen­
cies. 

Electric Power Distribution 

To understand the level of concern that has developed about possible health ef­
fects of E M fields, one must realize that electric power is widely distributed in 
our society at many different field strengths and frequencies. Although people 
generally do not sense E M fields, biological effects have been reported at fre­
quencies and field strengths that are present in the environment. 

Power is usually generated at around 20 kV, but step-up transformers raise 
the voltage to much higher levels to make the current lower and the power 
cheaper to transmit over long distances. Some transmission lines generate such 
large electric fields that a person could light an unconnected fluorescent bulb 
simply by holding it in the field under these lines. This example dramatically 
illustrates that large fields, capable of causing significant reactions, exist in the 
environment without being felt. The power goes through a step-down trans­
former to the distribution lines in neighborhoods at 5-35 kV, and another step-
down transformer to 110-220 V for use in homes. 

Although most of the discussion about risks of exposure has focused on 
electric power transmission and distribution lines, many additional sources of 
E M fields exist in the home and workplace. The role of grounding currents has 
been clarified as a substantial contributor to exposure. Some of the E M fields 
surrounding electric appliances in the home and standard office equipment are 
often higher than those near power lines. Modern society relies so heavily on 
electric power that finding places in the living and working environment that are 
free from E M fields is difficult. 

Epidemiological Studies 
Although controlled laboratory studies on living cells appear to be the way to 
obtain data about the biological effects of E M fields, human disease cannot be 
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4 ELECTROMAGNETIC FIELDS 

easily studied in the laboratory. This limitation has forced a reliance upon epi­
demiology and its studies of the factors that contribute to the incidence of dis­
ease in human populations. Epidemiological studies have their own methodo­
logical problems, and findings could be subject to confounding factors such as 
traffic patterns and socioeconomic class that often correlate with E M fields. The 
different kinds of information derived from epidemiology and scientific labora­
tory investigation are complementary in the study of human disease patterns. 
Epidemiology can find correlations, but establishing biological plausibility and 
the real testing of hypotheses about mechanism must come from laboratory in­
vestigation, in which variables can be controlled. 

In the area of E M fields, public interest and concern has been driven by 
epidemiological studies. The first study to suggest that a risk may be associated 
with exposure to low-frequency E M fields was conducted in Denver in 1979 by 
Wertheimer and Leeper (/), who found that children living close to power lines 
had almost a 3 times higher chance of acquiring leukemia. Although the study 
was attacked for its limitations, it brought the potential problem to public atten­
tion. Subsequent studies have supported these original findings, including a re­
peat study in Denver conducted by the New York State Power Commission (2) 
and a study in Los Angeles (5). A published long-term study in Sweden (4) took 
advantage of detailed records of power usage and found that the effect depended 
upon a calculated 12-month average magnetic field level. In houses with a mag­
netic field above 2 mG, the relative risk of acquiring pediatric leukemia was 2.7, 
and in houses with a magnetic field above 3 mG, the relative risk increased to 
3.8. 

Often epidemiologists study special population subsets that have extraor­
dinarily high exposures (e.g., power-line workers) in order to examine the ef­
fects of a particular factor. Such epidemiological studies generally have not 
found elevated risk in the adult populations, but Floderus et al. (5) recently 
found increased chronic lymphocytic leukemia for adults in electrical occupa­
tions. Other studies, using smaller populations, have reported {6, 7) a higher in­
cidence of breast cancer in male telephone line workers. This finding has 
aroused much attention because of the rarity of breast cancer in men. 

If E M fields do contribute to human disease, then determining the extent 
to which a particular disease is apt to be a factor in increased mortality is impor­
tant. Pediatric leukemia is a relatively small contribution to human disease, and 
E M fields could account for relatively few extra deaths per year in the United 
States, perhaps on the order of 1000. However, i f E M fields were a factor in 
breast cancer in women or prostate cancer in men, the range of extra deaths 
would be much higher. Obviously, many questions remain to be answered about 
the severity of the potential problem. The epidemiological studies suggest that 
E M fields are a factor in human disease, but how large a factor is still not 
known. 

In addition to the evidence from epidemiological studies about possible 
detrimental health effects of exposure, medically related studies show (8, 9) that 
E M fields can affect biological processes in ways that are beneficial. Since the 
invention of the first electric devices in the 1700s, electricity has been used to 
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1. BLANK Biological Effects of Environmental EMFs 5 

treat medical conditions. Many well-known figures, including Benjamin Frank­
lin, played roles in the medical history of electric devices. More recently, electric 
and E M fields have been used to accelerate the rate of bone healing, growth, 
biosynthesis, and repair. 

To establish plausibility for health-related (therapeutic or malignant) bio­
logical phenomena due to electromagnetic fields, one must show an appropriate 
biological effect in a scientific context. Goodman and Henderson {10, 11) were 
the first to demonstrate changes in the transcription and translation stages of 
protein synthesis following exposure to weak E M fields. Effects were observed 
at the low-level fields linked by epidemiology to pediatric leukemia and at the 
higher fields used in bone-healing therapy. 

Magnitude and Sources of EM Fields in Everyday Life 
A l l of the aforementioned studies are concerned with A C (alternating current) 
fields, that is, fields that oscillate at particular frequencies. DC (direct current or 
constant magnitude) electric and magnetic fields also exist in the natural envi­
ronment, and their magnitudes are much greater than the A C fields usually 
studied. The electric field at the surface of the earth is around 130 V/m, and the 
magnetic field in the United States is around 500 mG. (The Earth is a giant bar 
magnet with magnetic poles very close to the geographic poles.) Although bac­
teria, birds, and migrating animals do take advantage of the Earth's magnetic 
field for orientation and navigation, these DC fields are not detected by humans. 

Environmental A C fields are generally much lower than DC fields. In 
homes around the country, electric fields generated are usually between 0 and 10 
V/m. Electric fields do not penetrate the body effectively, and thus a field of 1 
V/m outside the body would measure 10~7 V/m beneath the skin. For magnetic 
fields, average values in the home are on the order of 0-2 mG. (One cutoff level 
in the Swedish leukemia studies mentioned was 2 mG.) Although most houses 
have very low levels of E M fields on average, the fields around many appliances 
can be very much higher. 

Unlike electric fields, magnetic fields pass through the body unattenuated, 
and therefore the outside magnetic field would have the same value inside our 
bodies. A person standing under a high-voltage transmission line would experi­
ence a magnetic field of approximately 1 G (1000 mG) inside the body, and the 
field from transmission lines can often extend up to 0.5 km. For a distribution 
line, the fields would be around 100 mG and extend for shorter distances. These 
values are much higher than the average magnetic field background in the home. 

Fields given off by certain common household appliances, such as an 
electric blanket, electric shaver, or electric hair blower, are sometimes higher 
than near a power line and are concentrated near the body. Many home and of­
fice appliances give off magnetic fields that are comparable to fields under 
transmission and distribution lines. Television receivers, computer monitors, 
projectors, and kitchen appliances are sources of magnetic fields that people are 
exposed to much of the time. Unlike the fields under transmission lines, fields 
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6 ELECTROMAGNETIC FIELDS 

generated by household and office appliances decrease very rapidly with dis­
tance. At about 1 m from most appliances, E M fields are effectively zero. The 
problem is that many appliances are often used very close to the body. 

Scientific Issues 

Signal Transduction. Experimental sciences have an important role 
to play in the debate about environmental effects of EM fields. At the very least, 
scientific studies must demonstrate that the correlations found using epidemio­
logical methods are biologically plausible by showing that effects predicted from 
those studies can be obtained in a controlled laboratory investigation. A fuller 
understanding and eventually an ability to control effects will come from an in­
crease in reliable information and from the formulation and testing of hypotheses 
about mechanism at both initiation (i.e., signal transduction) and cellular (i.e., 
biochemical pathways) levels. 

Several physical mechanisms have been under consideration (12) to ac­
count for E M signal transduction at the cellular level. Among the popular pro­
posals were resonance models, in which A C fields interact with the Earth's DC 
field, and the charge-to-mass ratio of the chemicals involved is important (13, 
14). These ideas do not appear to have been successful in overcoming theoretical 
objections or in explaining observations. Cytoplasmic calcium ion changes in 
cells, as well as changes in enzyme activity, indicate E M field effects on ion 
binding and electron flow in molecular reactions. Free-radical reactions, which 
involve unpaired electrons, are also affected by magnetic fields, generally at 
much higher (>10 G) field intensities. 

One of the ongoing discussions in considering mechanisms has been the 
"kT problem", where k is the Boltzmann constant and Τ is the absolute tempera­
ture (15). The energy level of E M fields that cause biological effects should be 
greater than kT, the energy associated with normal thermal motion or back­
ground thermal noise. Yet many biological studies show effects at very low field 
strengths. For example, certain cells in elasmobranch fish respond to low-level 
electric fields that are well below the kT level. Also, low-level E M fields can 
change the rate of transcription in certain organisms, as well as affect the activity 
of the Na+/K+-adenosinetriphosphatase (Na +/K +-ATPase) pump. 

While biologists have measured and described effects, physicists have 
published calculations showing that low-level E M field exposure cannot affect 
biological processes. Biology is often much more complex than the models on 
which the calculations are based. The calculations may be correct, but the mod­
els are probably inadequate. Two classic examples follow, in which physicists 
were correct in their calculations but wrong in their conclusions. 

In the early 1800s, geologists suggested that the Earth was billions of 
years old. Lord Kelvin, a physicist, asserted that i f the Earth were this old, the 
heat at the core of the Earth would have diffused away long ago and the Earth 
would have cooled into a solid mass. Because the Earth had a molten core, the 
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1. BLANK Biological Effects of Environmental EMFs 7 

age estimated by the geologists had to be wrong. Kelvin thus rejected the ge­
ologists' theory. His calculations were correct, but his answer was wrong. In the 
late 1800s radioactivity was discovered, and radioactive decay generates enough 
heat to keep the core molten. 

Another physicist, H . Jeffreys, thought that the theory of continental drift 
was impossible on the basis of the viscosity of slabs of rock flowing over one 
another. However, Jeffreys did not know of the spreading forces generated by 
the flow of molten rock from the core into the crust, and the once rejected old 
theory is currently accepted under the name "plate tectonics". Scientists know 
today that long ago one giant land mass broke apart into the continents that have 
been drifting ever since, largely from the spreading ocean floor. 

These two stories illustrate that theoretical predictions based on simple 
physical models may be wrong when applied to complicated systems that are not 
completely understood. The same situation might hold with regard to the effects 
of E M fields on living cells and organisms. Effects on the disease process are 
even more complicated because the mechanisms of disease are less well under­
stood. 

Experimental studies on cells (16) have helped to define limits in the in­
teraction of E M fields with biological systems. Cells exposed to 60-Hz fields 
showed a doubling in the activity of the enzyme ornithine decarboxylase (ODC), 
and the same change in ODC activity was also noted when the cells were ex­
posed to 50-Hz fields. If the 50- and 60-Hz fields were alternated, each being on 
for a time period (called the coherence time), the same twofold increase in activ­
ity was obtained only i f the coherence time was >10 s. If the time decreased to 
10 s or below, the increase in ODC activity vanished. Apparently a coherent 
signal at a given frequency and amplitude, administered for longer than the co­
herence time, is needed before the effect will be translated by the biological 
system. 

In another experiment, ODC activity was increased when cells were ex­
posed to 60-Hz signals. When low-frequency noise composed of E M waves (30-
300 Hz) was added to the system, the ODC activity decreased as the noise in­
creased to the level of the signal (17). Introducing noise when a signal is causing 
some change in a cell had the effect of eliminating that signal. The level of the 
noise needed reflects the level of the signal that is causing the change. 

The Na + /K +-ATPase membrane enzyme has been studied (18, 19) as a 
model for interactions of proteins with electromagnetic fields. Low-frequency 
electric fields appear to increase binding of activating ions on the N a + / K + -
ATPase surfaces, whereas low-frequency magnetic fields appear to increase 
charge movements within the protein that coordinate the surfaces. The frequency 
optimum of magnetic field effects is very close to the turnover number of the 
enzyme, a condition suggesting that the magnetic field couples to charge move­
ments during the chemical reaction. The frequency optimum for magnetic field 
effects on RNA polymerase (7/) is also close to the reaction rate. These results 
suggest that one of the ways in which E M fields interact with cells can be by 
coupling directly to biochemical reactions. 
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8 ELECTROMAGNETIC FIELDS 

Cellular Mechanisms. Regardless of the ways in which signals from 
E M fields are physically transduced, linking these changes to cellular mecha­
nisms that produce a biological response is necessary. Several plausible mecha­
nisms have been suggested (20). These mechanisms include changes in biosyn­
thesis (10, 11), G-protein-linked membrane receptors (21), and melatonin-linked 
mechanisms (22). The stimulation of biosynthesis when cells are exposed to E M 
fields has been demonstrated in many laboratories. Transcription and translation 
are both affected, and the two separate lines of experimental evidence support 
each other. Furthermore, the changes in biosynthesis tie in with pathways that 
are linked with oncogenic mechanisms, and this finding lends biological credi­
bility to the epidemiological results. 

With transcription, both magnetic and electric fields have been shown (11, 
23) to stimulate the same transcripts, with similar patterns of amplitude, fre­
quency, and time dependence on transcription. The only major difference is that 
the energy needed to induce transcription with a magnetic field is about 1000 
times lower than the energy needed with an electric field. 

Changes in protein synthesis, stimulated by low-frequency E M fields, are 
similar to those following the cellular stress called heat shock (24). The varia­
tions in the distribution of proteins with the strength of the magnetic field and 
with increasing temperature of heat shock are similar, as are the changes in many 
individual proteins. Further evidence of a connection has come from experi­
ments showing transcripts for the heat shock protein hsp70 in all cases of E M 
stimulation. The energy needed to induce transcription from magnetic fields is 
many orders of magnitude lower than the energy needed for both electric and 
thermal stimulation. 

The stress-response system is a well-defined pathway that is present in all 
cells. E M fields appear to stimulate a natural pathway similar to the one used by 
cells in response to heat and other physical stresses, except that the cells respond 
to E M fields at very low energy densities. 

Status Report 

This brief survey of the E M field problem provides a unifying perspective on the 
major areas covered in this volume. The presence of significant biological ef­
fects due to E M fields is generally acknowledged, but we cannot be sure i f there 
is a health risk associated with exposure. The molecular research suggests that 
fundamental reaction rates can be affected in the body by weak E M fields. 
Strong evidence on the cellular level indicates that weak magnetic fields are 
stimulating the stress-response pathway. Activation of this pathway helps to 
control damage due to a physical stimulus. However, if the system is compro­
mised or the body is overexposed, the stress response may not be able to com­
pensate. The research findings appear to justify caution regarding exposure to 
E M fields but show no clear links to disease. 

Although definitive answers to the scientific and medical questions are not 
yet available, the Office of Technology Assessment (25) counsels a simple strat-
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1. BLANK Biological Effects of Environmental EMFs 9 

egy: prudent avoidance. The use of as many E M field sources as possible should 
be avoided or minimized. In the home, this caution applies especially to electric 
blankets, shavers, and hair dryers that are used very close to the body. Because 
of the rapid falloff with distance exhibited by the E M fields of small appliances, 
exposure can be significantly minimized by increasing separation from the 
source. The electric alarm clock should be moved away from one's bed (and thus 
one's head), and one should not sit close to the screen while watching television. 
Children should be kept out of the kitchen when food processors or other ma­
chines that have motors with large currents flowing through them are being used. 

Outside the home, people experience many levels of exposure throughout 
the day as they go about their daily routines. Rapid-transit trains and office ma­
chines (computers and copiers) are good examples of sources of repeated expo­
sure. The transport problem may get worse with introduction of maglev 
(magnetic lévitation) trains, although the magnetic fields do not appear to be that 
much higher than the ones in many rapid-transit systems in use today. 

This book focuses on scientific questions concerning the biological effects 
of E M fields but does not directly consider many potential practical implications 
of this research, such as the enormous costs associated with changes in power 
distribution and in appliances i f such changes prove advisable. Business and 
government interest in restructuring power transmission, communications indus­
tries, and public transport introduces a political and economic dimension to the 
problem that is difficult to estimate. Certainly, the development of sound ap­
proaches to those practical problems will require a firm scientific foundation 
upon which to build. This book is intended to contribute to that goal by provid­
ing an efficient scientific introduction to a multidisciplinary environmental 
problem and also by transmitting the excitement inherent in the search for 
mechanism. 
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Spectrum and Intensity of Environmental 
Electromagnetic Fields from Natural and 
Man-Made Sources 

T. S. Tenforde 

Health Division, Pacific Northwest Laboratory, Richland, WA 99352 

This chapter presents a review of the numerous sources of nonioniz­
ing electromagnetic fields (EMF) over the frequency range from 0 
Hz (static fields) to the ionizing radiation boundary at approximately 
1015 Hz in the UV spectral region. The wide range of natural and 
man-made sources of EMF is described for static electric and mag­
netic fields, fields at extremely low and very low frequencies (up to 
30 kHz), radio-frequency (RF) fields (30 kHz-300 GHz), and optical 
radiations in the IR, visible, and UV regions of the spectrum. A de­
scription is given of exposure to natural environmental electric and 
magnetic fields. The frequency spectrum and intensities of man-made 
sources of EMF are reviewed for power generation and distribution 
systems, industrial equipment, residential appliances, public trans­
portation, communication systems, and medical devices. 

TH E C H A R A C T E R I Z A T I O N OF H U M A N E X P O S U R E to nonionizing 
electromagnetic fields (EMFs) in the workplace, in homes, and in public 

places has become a major effort over the past 15 years because of concerns 
about the potential health effects of these fields. The nonionizing portion of the 
electromagnetic spectrum extends from static fields at 0 Hz to a frequency of 
approximately 10 1 5 Hz in the U V radiation band. This maximum frequency cor­
responds to a photon energy of approximately 5 eV (electron volts), which is 
roughly the lower limit of energy sufficient to disrupt a chemical bond. Electro-

0065-2393/95/0250-0013$12.75/0 
© 1995 American Chemical Society 
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14 ELECTROMAGNETIC FIELDS 

magnetic fields at frequencies higher than 10 1 5 Hz are the ionizing portion of the 
electromagnetic spectrum, which includes the vacuum U V , X-ray, and gamma-
ray regions. 

A n enormous number of processes use nonionizing electromagnetic fields, 
as illustrated in Figure 1. Of particular interest in recent research have been the 
biological interactions and possible health effects of fields in the extremely low 
frequency (ELF) band, which incorporates the power frequencies of 50 and 60 
Hz that are used worldwide. Because of widespread concern about a possible 
elevation in cancer risk associated with residential or occupational exposure to 
power-frequency fields, the primary focus of this chapter will be on characteriz­
ing human exposure to E L F fields. 

Environmental Fields of Natural Origin 
Naturally occurring static and time-varying electric and magnetic fields observed 
at the surface of the Earth originate from the properties of the Earth's core, elec­
trical discharges in the atmosphere, and solar and lunar influences on ion cur­
rents in the upper atmosphere. Both static electric and magnetic fields, of en­
tirely different origins, are present at the Earth's surface. The static electric field 
results from the differing electric charges of the Earth's surface (negative) and 
the upper atmosphere (positive). This field has a strength of approximately 130 
V/m in fair weather at the Earth's surface, which decreases to 45 V/m at an alti­
tude of 1 km, and to less than 1 V/m at an altitude of 20 km (/, 2). 

The Earth's static magnetic field (the geomagnetic field) originates from 
electric current flow in the Earth's core. The vertical component of this field is a 
maximum at the magnetic poles, with a flux density of about 70 μΤ [1 Τ (tesla) = 
104 G (gauss)], and is zero at the magnetic equator. The horizontal component of 
the geomagnetic field is a maximum at the magnetic equator, with a flux density 
of about 30 μΤ, and is zero at the magnetic poles. 

The time-varying electric fields in the Earth's atmosphere have small 
amplitudes and low frequencies (<30 Hz), and arise from thunderstorm activity 
and pulsations in the geomagnetic field that produce currents within the Earth 
(telluric fields). Local fields in the vicinity of lightning strikes, however, can 
reach very high intensities on the order of thousands of volts per meter. The 
naturally occurring electric field in the atmosphere is only 0.1 mV/m at power 
frequencies (50-60 Hz), and decreases rapidly at higher frequencies (7). 

Large, intermittent time-varying magnetic fields are produced in the at­
mosphere as a result of intense solar activity and thunderstorms, and can reach 
levels up to 0.5 μΤ during magnetic storms (3). Diurnally varying magnetic 
fields with flux densities of about 30 nT are produced as a result of solar and 
lunar influences on ion currents in the upper atmosphere. 

Superimposed on the slowly time-varying fields associated with irregular 
atmospheric events are weak fields that are generated by lightning discharges 
and propagate in the resonant spherical cavity formed by the Earth's surface and 
the lower boundary of the ionosphere (4). This effect has been named the Schu-
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16 ELECTROMAGNETIC FIELDS 
mann resonance phenomenon, and the fields have a periodic frequency depend­
ence with the lowest five resonances observed at 8, 14.1, 20.3, 26.4 and 32.5 Hz. 
At 8 Hz the measured values of the horizontal magnetic field and the vertical 
electric field associated with the Schumann effect are, per unit frequency band­
width, 0.6 nT/Hz' / 2 and 100 (μΥ/πι)/Ηζ , / 2, respectively (4). 

Static Electric and Magnetic Fields 
The major man-made sources of strong static electric fields are high-voltage, 
direct-current (DC) transmission lines. The values of the static electric and mag­
netic fields measured at ground level under a 500-kV DC transmission line car­
rying a 2-kA current load are 21 kV/m and 22 μΤ, respectively (5). Ion charge 
densities measured at ground level beneath lines of this voltage have been found 
under typical ambient conditions to be on the order of 10 nC/m 3. However, 
ozone levels are generally low, on the order of a few parts per billion (6). 

Strong static magnetic fields are used in numerous technologies, including 
various energy systems, research facilities, industrial processes, transportation, 
and medicine. In the area of energy technologies, several of the large thermonu­
clear fusion reactors that have been designed as prototype models during the past 
two decades use fields as high as 9-12 Τ for confinement of an ignited plasma, 
with fringe fields up to 50 mT in regions accessible to personnel (7). Large mag-
netohydrodynamic power generators produce fringe fields >10 mT at operator 
locations (8). Various designs of superconducting magnetic energy storage sys­
tems have been proposed (8-10\ most of which involve fields on the order of 4 -
5 T. These systems can expose personnel to fringe fields that reach levels as high 
as 0.7 Τ (10). Superconducting generators and transmission lines using fields of 
6-7 Τ have also been proposed (7). These systems, however, have relatively 
small fringe fields, on the order of 0.1 mT, at locations where operators or other 
individuals are likely to be exposed. 

Strong magnetic fields are also present in several industrial processes that 
use high static electric fields for chemical separations. For example, in alumi­
num production plants the operators changing anodes on prebake cells are in 
fields of up to 57 mT for 10-20 min (7). Exposures of workers in chloroalkali 
plants to fields as high as 39 mT have been recorded at several different facili­
ties, and routine exposures fall in the range of 7-14 mT (//, 12). 

A source of potentially high public exposures to static magnetic fields in­
volves the use of magnetically levitated vehicles for high-speed transportation 
(7, 13). Field levels up to 50 mT in the passenger compartment were calculated 
for various designs of magnetically levitated vehicles, and flux densities ap­
proaching this value were measured in experimental test vehicles (13). 

Several applications of high-intensity static magnetic fields, including 
magnetic resonance imaging, are now being widely used in medicine. These 
technologies are described in a later section of this chapter. 
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Sub-Radio-Frequency Electric and Magnetic Fields 
The frequency range from 0 Hz (static fields) to 30 kHz [the lower boundary of 
the radio-frequency (RF) spectrum] is denoted here as the sub-RF region and is 
composed of three frequency bands: (1) ELF fields with frequencies below 300 
Hz, (2) voice frequency (VF) fields from 300 to 3000 Hz, and (3) very low fre­
quency (VLF) fields from 3 to 30 kHz. By far the most common exposure to 
sub-RF fields in residential, occupational, and public settings is to ELF fields, 
which include the 50- and 60-Hz power frequencies at which electricity is gen­
erated, transmitted, and used throughout the world. In this chapter, special atten­
tion is given to human exposures to power-frequency fields from a variety of 
sources. These sources include electric power transmission and distribution 
lines, long-range military submarine communication systems, electric transpor­
tation systems, and a wide variety of appliances and machines used in the home 
and workplace (7-5, 13). 

Until approximately 1980 the major concern about the health effects of 
ELF fields was centered on the power-frequency fields near high-voltage 
transmission lines. However, during the past 15 years a number of reports have 
suggested that adverse health effects may result from routine exposures to ELF 
fields in occupational and residential settings (3). Stimulated by these reports, 
dozens of studies have been conducted since the early 1980s to characterize the 
electromagnetic exposure environment in homes, public areas, and the work­
place. These studies focused primarily on ELF fields, although attention was 
given to other sources in the sub-RF frequency range such as V L F fields from 
video display systems (3). 

Electric Power Transmission and Distribution Lines. Electric 
power transmission lines carry 60-Hz current loads ranging from several hun­
dred amperes to 2 kA with operating voltages up to 765 kV in the United States 
and even higher levels in other countries. The electric and magnetic field profiles 
as a function of distance from the high-voltage conductors on transmission lines 
with various configurations have been extensively characterized (14-16). For 
three-phase lines operated at 765 kV and carrying a load current of 2 kA, the 
maximum 60-Hz electric and magnetic fields at 1 m above the ground surface 
near the center of the right-of-way are 12.9 kV/m and 33 μΤ, respectively. These 
field levels decrease to 8.8 kV/m and 28 μΤ, respectively, for a 500-kV line with 
a load current of 1.5 kA, and to 5.3 kV/m and 19 μΤ, respectively, for a 345-kV 
line with a load current of 1.0 kA. 

Transmission lines generally terminate at substations, where the voltage is 
stepped down to levels of less than 35 kV for local power distribution on pri­
mary lines that are typically less than a few kilometers long. At locations that are 
close to the consumers, the voltage is again stepped down by transformers to 
levels of 110-480 V and carried over short distances on secondary distribution 
lines. Because of their lower voltages and load currents, the electric and mag-
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18 ELECTROMAGNETIC FIELDS 
netic fields at ground level in the vicinity of distribution lines are substantially 
weaker than those near high-voltage transmission lines. Typical values of the 
power-frequency electric and magnetic fields below power distribution lines are 
less than 50 V/m and 2 μΤ, respectively. However, as recently pointed out by 
Kaune (17), these fields generally decrease rather slowly as a function of the 
horizontal distance from a distribution line. This characteristic of distribution 
lines results from the fact that they usually have unequal currents in their sepa­
rate conductors because of ground currents, and hence the algebraic sum of the 
conductor currents is nonzero. The existence of a net current on a distribution 
line gives rise to a magnetic field that decreases only as the inverse of the dis­
tance from the line. In contrast, i f the conductor currents are completely bal­
anced and the net current is zero (as it is in a perfectly balanced three-phase 
transmission line), the magnetic field decreases approximately as the inverse 
square of the distance from the line. Simple models of power distribution lines 
that neglect the influence of unbalanced currents can therefore give rise to erro­
neous estimates of the magnetic fields in nearby structures. 

Residential Exposures to ELF Fields. The four basic sources of 
exposure to 50-60-Hz fields in the home are (18): (1) fields from neighboring 
transmission and distribution lines, (2) ground currents in the home and between 
homes and nearby sources of electric current, (3) home wiring, and (4) house­
hold appliances. In the United States the primary source of power-line residen­
tial fields is distribution lines, whereas in some other countries the primary 
source is transmission lines because homes are built in close proximity to them 
[e.g., in Sweden (19)]. The electric fields from power lines are well shielded by 
the walls and windows of homes, but 50-60-Hz magnetic fields penetrate these 
structures with little attenuation. Ground currents that are not compensated by an 
equal return current are present in nearly all residences that ground the neutral 
conductor on a metal water pipe. These unbalanced currents can pass under and 
through a home, and even between homes. 

Household wiring is generally not a large source of magnetic fields be­
cause the supply and return wires carrying current to lights and appliances are 
usually closely spaced and carry nearly equal currents in opposite directions 
(17). However, measurable fields can result from unbalanced currents that arise 
from the use of three-way switches and two or more circuit breaker panels 
within the home. The older style of knob-and-tube wiring that is still present in 
many residences can also contribute to the ambient magnetic field. 

Probably the largest single source of human exposure in the home is from 
the magnetic fields generated by many common household appliances and tools. 
As shown by Gauger (20), the fields near the surfaces of some appliances reach 
levels greater than 1 mT. Although these fields drop off rapidly with distance 
because of the localized nature and configuration of the source, the residual 
fields at typical distances from the body during appliance use are still large com­
pared to other sources of magnetic fields in the home (Table I). These exposures, 
however, are usually of short duration (minutes per day), and the field levels are 
large only in regions of the body closest to the appliance (21, 22). 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

2

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



2. TENFORDE Spectrum and Intensity of Environmental EMFs 
19 

Table I. Magnetic Fields from Various 
Appliances and Electric Tools 

Appliance or 
Electric Tool 15 cm 30 cm 
Can opener 160 27 
Electric saw 120 25 
Vacuum cleaner 75 20 
Electric shaver 65 10 
Mixer 61 11 
Hairdryer 50 7 
Electric drill 20 3 
Portable heater 15 4 
Fluorescent light 13 4 

fixture 
Fan (range hood) 9 3 
Television 7 2 
NOTE: All values are the maximum flux density (60 Hz, 
μΤ rms) at a distance of either 15 or 30 cm from the 
source. SOURCE: Adapted from reference 20. 

One example of a prolonged residential exposure to a relatively high 50-
60-Hz magnetic field is provided by the older style of electric blankets, in which 
the fields at the surface typically reach levels of 1-2 μΤ (23). A n interesting as­
pect of many personal appliances, especially in older models, is the production 
of harmonic fields that extend into the megahertz frequency range (24). These 
higher frequency fields can induce significant body currents and have not been 
adequately characterized as a source of human exposure to E M F . 

The characterization of residential exposures to power-frequency fields 
has become a major effort during the past decade because of evidence obtained 
in several epidemiological studies suggesting that fields from residential power 
lines may be linked in some undefined manner to an elevated risk of various 
types of childhood cancer, primarily leukemia and nervous tissue tumors (3). 
This apparent association is statistically significant only when exposures are 
estimated from the proximity and current-carrying capacity of the power distri­
bution lines. The actual field levels in homes determined by direct measurements 
over short periods of time (minutes to days) have only a weak, and statistically 
insignificant, association with childhood cancer risk. 

The possibility of a link between childhood cancer risk and exposure to 
fields from residential power lines was first suggested in 1979 on the basis of an 
epidemiological study in the Denver, CO, region conducted by Wertheimer and 
Leeper (25). These investigators developed a "wire code" that characterized the 
magnetic fields produced by residential power lines on the basis of the distance 
of a power line from a residence and its current-carrying capacity (e.g., thick 
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20 ELECTROMAGNETIC FIELDS 
primary wires were assumed to carry more electric current than thin secondary-
span wires). The so-called "high-current configurations" of power distribution 
lines were more frequently associated with residences of childhood cancer cases 
than were the "low-current configurations" of power lines. 

Later studies on childhood cancer by Savitz et al. (26) in the Denver, CO, 
area, and by London et al. (27) in the Los Angeles, C A , area, led to results con­
sistent with those of the original Wertheimer and Leeper (25) study. However, in 
the Savitz and London studies direct measurements of 60-Hz fields in the homes 
of cancer cases and matched controls did not show a statistically significant cor­
relation between magnetic field levels and cancer risk. Various modifications 
and simplifications of the original Wertheimer and Leeper wire code have been 
proposed (28, 29), but none of these has weakened the association between the 
proximity of homes to high-current configurations of power lines and an ele­
vated risk of childhood cancer. With the exception of one study by Wertheimer 
and Leeper published in 1982 (30), several attempts to correlate adult cancer risk 
with either high-current power-line configurations or direct measurements of 
fields in the home have led to negative results (31). 

The apparent association between wire codes as a surrogate measure of 
residential exposure to power-frequency magnetic fields and the risk of child­
hood cancer has led to a large number of other epidemiological surveys during 
the past several years. Nearly all of these studies involved both direct measure­
ments of residential magnetic fields and the use of alternative measures of expo­
sure that could be assessed without entering the homes of the subjects. These 
alternative measures have included the Wertheimer-Leeper wire codes in their 
original or modified forms (28, 29), estimates of the distances of high-voltage 
power lines from residences (32, 33), measurements of fields at the location of 
the front door of each residence (34), and the use of models that attempt to relate 
directly measured residential fields to various characteristics of neighboring 
power lines such as their proximity and power loads (19, 35, 36). The last of 
these approaches was also used to estimate residential exposure to power-
frequency magnetic fields prior to cancer diagnosis in the subjects under study 
(19,35, 36). 

Stevens (37) hypothesized that a metric based only on the distance of a 
residence to the nearest power line may provide a reasonable estimate of expo­
sure. Feychting and Ahlbom (38) argued, however, that this method gives a less 
reliable prediction of exposure than that obtained from a more complex model in 
which power loads are taken into account. Nevertheless, the possible role of 
distance as a surrogate exposure metric was supported by a recent meta-analysis 
of 13 epidemiological studies on childhood cancer (39). This analysis demon­
strated that a statistically significant association exists between the distance of 
electricity transmission and distribution systems from residences and the risk of 
childhood leukemia and nervous tissue tumors. 

Achieving a resolution of the issue of why surrogate measures of exposure 
of children in the home environment to 50-60-Hz fields from residential power 
lines is correlated with an elevated risk of cancer, whereas the field levels di-
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rectly measured in the home are uncorrected, remains a major challenge. Sig­
nificant difficulties in resolving this issue are posed by several unique features of 
the electromagnetic environment within the home. First, the total range of aver­
age 50-60-Hz fields within homes is small; the temporal average of fields 
monitored over periods of hours to days varies by only a factor of 2-5 (e.g., 
about 0.1 μΤ in the "low-exposure" homes to about 0.2-0.5 μΤ in the "high-
exposure" homes). A further complication is introduced by the fact that power 
lines account for only 17-21% of the variance in residential field levels (40, 41). 
This finding suggests that less than 0.1 μΤ of the difference in the average resi­
dential exposure of children living near "high-current" versus "low-current" 
configurations of power lines can be accounted for by the fields from the power 
lines per se. 

A second difficulty is associated with the large spatial and temporal vari­
ability of fields within the home. As already discussed, the use of personal appli­
ances can introduce exposures for brief periods that exceed the average 24-h 
magnetic field levels in the home by 2-4 orders of magnitude. Although large 
temporal variations in ambient magnetic field levels also occur within the home, 
present evidence indicates that these variations do not negate the value of spot 
measurements of fields within homes as valid estimates of time-weighted-
average exposures (77). 

Nevertheless, efforts have significantly increased over the past few years 
to characterize the continuous exposure histories of residents within homes dur­
ing periods of several hours to several days using personal magnetic field do­
simeters (19, 41, 42). To date these extensive measurements have not provided 
new insights into which factors, i f any, in the electromagnetic environment of 
the home are responsible for an elevated risk of childhood cancer. However, 
both the time resolution and the bandwidth of personal exposure monitors used 
in these studies are limited. As a result, brief exposures to high-amplitude mag­
netic field transients and to high-frequency harmonic fields have not been cap­
tured in the personal exposure histories recorded with these dosimeters. Several 
research programs are currently in progress to characterize these potentially im­
portant aspects of the residential exposure environment. 

A third major difficulty in resolving the question of whether power-line 
fields are, in fact, associated with an elevated risk of childhood cancer is the role 
of confounding variables. Many of the major epidemiological studies conducted 
over the past several years examined the confounding role of chemical exposures 
and socioeconomic variables that could conceivably be linked to an elevated risk 
of childhood cancer and simultaneously be correlated with residential proximity 
to high-current power-line configurations. Although exposures to various house­
hold chemicals and airborne pollutants are associated with an elevated childhood 
cancer risk (26, 27, 43), introducing corrections to account for the influence of 
these confounding variables has had little effect on the estimate of the risk of 
childhood cancer based on residential proximity to high-current power lines. 

Occupational Exposures to ELF Fields. A number of professions 
involve occupational exposures to relatively high levels of power-frequency 
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22 ELECTROMAGNETIC FIELDS 
fields. These professions include various classes of electrical workers, operators 
of induction heaters, and motor operators in electrical railroad systems. In the 
first major study on cancer risk in relation to occupational exposure to E L F 
fields, Milham (44) reported in 1982 that electrical workers had an elevated risk 
of leukemia relative to the entire population of adult males in the State of 
Washington. During the following 12 years, more than 40 publications appeared 
on the subject of cancer risk among workers with electrical job titles (31, 45). 
Although these studies have been marked by considerable variability in the types 
of cancers and the relative risk factors for workers in different electrical occupa­
tions, the total body of evidence collected to date suggests that electrical workers 
have an elevated risk of leukemia and brain tumors (31, 45-47). Some limited 
evidence (48-52) also suggests that the incidence of breast cancer may be in­
creased among electrical workers, although an elevated risk for this type of can­
cer was not observed in one of the largest studies on electrical workers con­
ducted to date (53). 

Many of the early studies on cancer risk among electrical workers used 
only job titles as a surrogate measure of exposure. However, several studies (53-
61) demonstrated convincingly that many classes of electrical occupations in­
volve exposures to time-weighted-average 50-60-Hz magnetic field levels that 
are significantly greater than those encountered in residences and other nonoc­
cupational settings. Average exposures during the workday ranging from 0.5 to 
2.5 μΤ have been measured with personal dosimeters for several classes of elec­
trical workers. Some of the highest levels of exposure have been recorded for 
workers at electric power stations, live-line workers, electricians, cable splicers, 
and welders. For all of these classes of workers, mean exposure levels for 50-
60-Hz magnetic fields in the range of 1-2.5 μΤ have been recorded in several 
studies. 

Despite the extensive database on exposures of workers in electrical occu­
pations and other jobs that involve the frequent use of electrical equipment (e.g., 
machinists and construction workers), the large number of epidemiological 
studies on cancer risk have not as yet provided a consistent picture. Within the 
same job categories studied in different epidemiological surveys, large variations 
have been observed in the relative incidence and mortality from specific types of 
hematopoietic and nervous system tumors. Attempts to correlate confounding 
variables such as exposure to potentially carcinogenic chemicals with cancer risk 
among electrical workers have not satisfactorily explained the apparent elevation 
in the risk of leukemia and brain tumors. As with residential exposures, the 
question has been raised of whether time-average measurements of fields ob­
tained from recordings in the workplace or from personal exposure monitors 
worn by the workers are capturing the biologically relevant exposure parameters. 
For this reason, efforts are under way to characterize more precisely the high-
intensity transients and intermittent exposures to high-amplitude fields experi­
enced by electrical workers in various job categories. 

In addition to work that directly involves electrical equipment and power 
transmission and distribution systems, numerous other occupations involve ex-
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posure to E L F fields. As demonstrated by Breysse et al. (62), the average power-
frequency magnetic field level in a typical office environment is high relative to 
that commonly found in homes, and several devices such as photocopiers and 
microfilm readers produce local fields in excess of 1 μΤ. The range of ambient 
field levels observed by these investigators ranged from 0.1 to 0.65 μΤ, with a 
mean value of 0.32 μΤ. The growing use of visual display units (VDUs) in of­
fices and homes is providing an increasingly common source of exposure. These 
devices produce fields at operator locations that range in frequency from 50-60 
Hz to several tens of kilohertz, for which a more detailed description is given in 
a subsequent section of this chapter. 

Several specialized occupations involve relatively high exposures to 
power-frequency magnetic fields. For example, in a Swedish study (63), induc­
tion heaters operating at 50 Hz were found to produce magnetic fields as high as 
6 mT at operator-accessible locations. High field levels near induction heaters 
operating at 180 Hz and above were also observed in a Canadian study (64). The 
electrosteel production process commonly used in northern Europe also involves 
high exposures to workers; 50-Hz field levels near ladle furnaces can reach lev­
els up to 8 mT (63). Large power-frequency fields have been measured in the 
proximity of specialized equipment such as welding machines and demagnetiz­
e s (65, 66), and at worker locations the field levels are typically in the range 
0.1-1.0 mT. 

A source of exposure for both workers and the general public that has 
been a subject of several studies during the past few years is electrified urban 
transit systems (67-70). The fundamental E L F operating frequencies used for 
these systems in the United States, Europe, and other locations worldwide are 
typically 16.67, 25, 50, or 60 Hz. However, significant harmonic fields extend­
ing through the E L F and V F ranges have been measured for seven different 
electrified rail systems. The strength of the ELF fields, which are the dominant 
source of exposure, reaches levels of 10 μΤ in some sections of the operator's 
compartment, and typical levels are 1-5 μΤ at locations where the operators are 
seated in the various types of trains. 

E L F fields of a similar magnitude have been measured in the passenger 
compartments of various electrified rail systems; the highest values of both the 
ambient electric and magnetic fields over the frequency range of 5-45 Hz were 
observed for the Washington, DC, Metro and the New Jersey Amtrak trains. The 
maximum magnetic and electric fields measured in this frequency range were 60 
μΤ and 700 V/m, respectively. Although this level of electric field is small com­
pared to values found in transmission line corridors, it is an order of magnitude 
greater than fields at ground level under a typical urban 12-kV distribution line 
operated at 60 Hz. 

Both for train operators and long-distance commuters, these levels of E L F 
fields are significant compared to the fields from nearly any other routine source 
of exposure. Because of the extensive period of time that operators of electric 
trains are exposed to high levels of E L F fields, several efforts are under way to 
provide a more detailed characterization of their occupational exposure envi-
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24 ELECTROMAGNETIC FIELDS 
ronment. Studies have also been undertaken to assess the relative cancer risk 
among these workers. In a recent Swedish study (52) on the health records of 
electric railway workers during 1961-1979, the risk of leukemia and brain tu­
mors was not found to be elevated relative to the general population, but an ex­
cess of breast cancers and endocrine tumors was observed. 

Sub-Radio-Frequency VF and VLF Fields 
Sources of human exposure to fields in the V F and V L F bands from 300 Hz to 
30 kHz include various induction heating devices, electronic surveillance sys­
tems, radionavigation systems, and VDUs (13, 71). The highest levels of expo­
sure to fields in this frequency range are generally experienced by operators of 
induction heating equipment, including electric furnaces, operating at frequen­
cies below 10 kHz (63, 64). Security devices such as metal detectors typically 
have magnetic flux densities of less than 0.1 mT (13). 

The most common human exposures to fields at sub-RF frequencies are 
from the widespread use of VDUs in both the home and workplace (72). As al­
ready discussed, these devices emit a broad spectrum of nonionizing fields as­
sociated with the formation of an image on the V D U screen using cathode ray 
tube (CRT) technology. Many of the newer devices use liquid-crystal and thin-
film transistor technologies, with a significant reduction of operator exposures. 
However, a majority of the VDUs worldwide still use the CRT technology in­
volving the application of electromagnetic fields for horizontal and vertical de­
flection of the electron beam that forms the image on a phosphor screen. 

The electromagnetic emissions from conventional VDUs have been ex­
tensively characterized (73-80) at typical operator locations ranging from 30 to 
60 cm in front of the screen. At a distance of 30 cm, the ranges of electric and 
magnetic field levels are the following: (1) E L F electric and magnetic fields 
from the vertical beam deflection system have values that are less than 65 V/m 
and 1.0 μΤ, respectively, with frequencies in the range of 50-80 Hz; (2) V L F 
and RF fields used for the horizontal beam deflection system have fundamental 
frequencies ranging from 15 to 50 kHz, with harmonics extending up to 200 
kHz; the electric and magnetic field levels of these emissions are less than 50 
V/m and 0.5 μΤ, respectively; and (3) static electric fields that are built up on the 
V D U screen have amplitudes that are usually less than 10 kV/m, although higher 
values can occur under conditions of low ambient relative humidity. 

A variety of techniques can reduce the static electric charge on V D U 
screens and attenuate the E L F , V L F , and RF emissions to levels that are within 
existing guidelines (72). Higher frequency fields in the U V and X-ray bands do 
not penetrate the V D U casing and therefore do not pose a health risk. 

RF Electromagnetic Fields 
RF fields in the broad frequency range from 30 kHz to 300 GHz are widely used 
in industrial processes, communication systems, radar, and a variety of medical 
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and domestic devices. The spectral region from 300 M H z to 300 GHz is com­
monly referred to as the microwave band. Human exposures to RF fields from 
communication systems, from industrial equipment, and from devices used in 
the home and in public places are described in this section. Medical applications 
of RF fields are described in a later section. 

Communication Systems. RF fields in the environment are pri­
marily produced by broadcasting systems (81). Although radio and television 
transmitters operate over frequencies ranging from about 105 to 109 Hz, the pri­
mary sources of public exposures are from A M radio (535-1610 kHz in the 
United States), F M radio (88-108 MHz), and television signals transmitted in 
the very high frequency (VHF: 30-300 MHz) and ultrahigh-frequency (UHF: 
300-3000 MHz) bands. In several European countries the A M radio band is 
150-175 kHz, and in the former Soviet Union it extends from 150 to 2000 kHz. 
There are also a number of specialized communication systems that emit RF 
fields, such as the Long-Range Navigation (LORAN) system along the coast­
lines of the United States, which transmits pulse trains on a 150-170-kHz carrier 
wave. 

A survey of ambient RF field levels in 15 large cities in the United States 
showed (82) that the median exposure level to ambient RF fields was 50 μψ/m2. 
For the small fraction of the population living near broadcast towers (less than 
1%), considerably higher exposures were recorded, and in some "hot spots" that 
were observed, the ambient RF power density exceeded 10 mW/m 2 . In general, 
military and commercial radar systems, such as those used for aircraft naviga­
tion, contribute a negligible amount to the average public exposure to RF fields. 

A source of exposure to RF fields that is becoming increasingly common 
involves the use of portable radiotelephones. These devices, which were first 
introduced on the commercial market in the mid-1980s, are generally referred to 
as cellular (or mobile) telephones. The present generation of these devices con­
sists of analog radiotelephone systems, with fixed-base transmitters that operate 
at frequencies centered around 900 MHz. The base station transmitting antennas 
that are currently used consist of vertical arrays of dipole antennas mounted on 
platforms that are typically 25-50 m high. The radiotelephones are compact 
transceivers that contain either a monopole antenna or a sleeve-type dipole an­
tenna mounted in a durable metal case. 

Under the geometric conditions in which cellular telephones are used, 
namely, with the transceiver antenna at a distance of only a few centimeters from 
the head, exposures occur in the reactive near-field zone, and the absorption of 
RF power is highly anisotropic (83, 84). Accordingly, compliance with recom­
mended limits of human exposure is generally determined by calculations of the 
specific energy absorption rate (SAR) in units of watts per kilogram of tissue 
within detailed anatomic models of the head. Measurements of the SAR in 
phantoms constructed from tissue-equivalent materials have also been used for 
this purpose. These techniques (85-87) demonstrated that a cellular telephone 
operating at 800-900 M H z and emitting 7 W of power could introduce energy 
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26 ELECTROMAGNETIC FIELDS 
absorption into the head that exceeds the current SAR limits established by the 
Institute of Electrical and Electronic Engineers (88) for low-power devices used 
in a "controlled environment" (e.g., an occupational setting) or an "uncontrolled 
environment" (e.g., a residence or public area). However, under normal condi­
tions of operation involving less than 1 W of radiated power, the SAR limit 
would usually not be exceeded. 

A new generation of digital radiotelephone systems with adaptive power 
control is in an advanced stage of development and will soon surpass the original 
analog devices on the worldwide market. The new systems wil l use a frequency 
band close to that of the current systems, with communications centered at ap­
proximately twice the frequency of the analog radiotelephone systems. These 
digital devices wil l emit low-power RF signals with E L F pulse modulation. 

Occupational Exposures. Potentially high occupational exposures 
to RF fields can occur during work at radio and television broadcast towers and 
in locations near radar antennas. However, the field intensity decreases rapidly 
as a function of distance from such facilities, and routine exposure of workers is 
generally less than 0.8 W/m 2 (71, 89). 

Extensive use of devices involving induction heating or RF dielectric 
heating procedures is common in industries worldwide. Induction heating is 
generally used in arc welding and for processing metals and semiconductors, 
including forging, annealing, tempering, and brazing procedures. Fields used for 
these purposes range in frequency from tens of kilohertz to a few megahertz, and 
the field levels to which workers are exposed are generally much higher than 
those from other occupational electromagnetic field exposures (13, 66, 90, 91). 

Dielectric heating involves the direct deposition of RF power into materi­
als that are to be sealed or dried. The most common use of this procedure is in 
sealing plastic materials using machines operating with high RF power output at 
frequencies up to about 30 M H z (92). Although operator exposures can be large 
in the vicinity of these devices, a number of protective measures such as shield­
ing can be implemented to substantially reduce the exposure level (93). 

Two other common sources of occupational exposure to RF fields involve 
the use of portable communication equipment and police radar units. The RF 
emissions from mobile radiocommunication devices were described earlier. Po­
lice radar systems are low-power devices that operate in the 10-35-GHz fre­
quency range, with an output power density at the aperture that is less than 3 
mW/cm 2 (94, 95). At the high frequencies and low RF intensities used in police 
radar units, the extent of penetration of their RF emissions into the eye or other 
potentially sensitive tissues is very small. 

Residential and Public Exposures. The most common residential 
application of RF fields is in cooking with microwave ovens. Power levels of 
300-1000 W at a frequency of 2.45 GHz are used in various consumer models. 
The leakage of RF fields through the door seals and the viewing screen of a mi-
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crowave oven is very small, and at typical user distances from the oven the 
power density is only a few microwatts per square centimeter (96, 97). 

Other sources of human exposure to RF fields in the home and in public 
places include mobile radiotelephones (discussed earlier) and various types of 
RF anti-intrusion alarms. These alarms are low-power devices that emit RF 
fields with power densities on the order of 10 μ\¥Λ;ηι2 at locations where people 
could be exposed (71). Broadly speaking, typical exposures to ambient RF fields 
in the home or in public places are well within existing exposure guidelines for 
the general population (88). 

Optical Radiation 

Electromagnetic fields at frequencies above 3 χ 10 1 1 Hz are commonly referred 
to as optical radiation, and encompass the IR, visible, and U V regions of the 
spectrum (98). The most common man-made sources of optical radiation are 
lasers, electrical discharges in gases or vapors, and solid materials that are heated 
to a temperature at which they emit photons (incandescence). Various types of 
lasers emit monochromatic photons at high intensities and at specific frequencies 
across much of the optical radiation spectral region. The major types of lasers 
are the semiconductor lasers (laser diodes), gas and vapor lasers, and liquid dye 
lasers. The range of applications of these devices in industry and medicine is 
extremely large and includes holography, material processing, optical radar, op­
tical fiber communication, surgical and dermatological applications, and photo­
coagulation (99). Various guidelines for the protection of humans from visual or 
other forms of damage from laser light have been formulated (100-102). 

In the IR spectral region, the major concerns for human health relate to 
surface heating and burns. Strong absorption of IR radiation by water and other 
constituents of superficial body tissues is the primary source of damage. In the 
visible and U V spectral regions, damage to living tissues can result from both 
thermal and photochemical mechanisms (98). The latter process varies strongly 
with wavelength, and depends upon the absorption properties of specific molecu­
lar components of tissue. Of particular concern are visual and dermal interac­
tions of U V and visible radiation from the sun (103). Although the U V - B 
(wavelength 280-315 nm) and U V - C (wavelength 100-280 nm) spectral bands 
account for only about 2% of the total solar irradiance at the Earth's surface 
(104\ exposure to these wavelengths can result in severe corneal damage and 
skin erythema unless adequate protective measures are taken. 

Medical Applications 
Both static magnetic fields and electromagnetic fields are extensively used in 
medical procedures. Several of the major uses of these fields include fastening 
dentures and other prosthetic devices in the head region, the facilitation of bone 
fracture reunion, blood flow measurements, electrostimulation, RF hyperthermia 
procedures, and magnetic resonance imaging. 
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Small permanent magnets with surface fields as high as 0.5 Τ have been 

used in Japan and other countries to fix dentures in place (105, 106), and to se­
cure various prosthetic devices within the head and neck regions (107). A l ­
though the local magnetic fields decrease rapidly with distance from the surface 
of the magnet, small tissue regions are exposed continuously to static fields in 
excess of 0.1 Τ (13). 

For more than two decades, pulsed and sinusoidal magnetic fields (108, 
109) and low-frequency electric fields (110, 111) have been used extensively in 
the treatment of nonrejoining bone fractures and arthroses. By using a pair of 
coils placed around the limb containing a bone fracture, both E L F sinusoidal 
magnetic fields and pulsed magnetic fields with repetition frequencies from 1.5 
to 77 Hz have been used to inductively couple electric fields and currents into 
the region of the fracture. Some of the complex waveforms used for treating 
bone fractures have a significant energy content at frequencies of several kilo-
hertz. Both pulsed and sinusoidal magnetic field waveforms are effective in 
promoting bone cell proliferation and fracture repair (112). A capacitatively 
coupled 60-kHz electric field signal also is effective (110). A range of signal 
strengths has been used to treat bone fractures; the majority of procedures induce 
electric fields on the order of 0.1-1.0 V/m in the fracture region (113). However, 
induced electric fields as low as 10"4 V/m were reported (112) to facilitate the 
repair of recalcitrant bone fractures. 

A widespread use of E L F magnetic fields in medicine involves the meas­
urement of blood flow rates with electromagnetic flowmeters during prolonged 
surgical procedures. In this technique, which involves the detection of a mag­
netically induced voltage that is proportional to blood flow rate, a small cuff that 
contains both the magnet coil and the pickup electrodes is placed around the 
blood vessel perimeter. With this method, blood flow rates in major vessels such 
as the portal vein and coronary artery and in large regions of an organ such as 
the pancreas can be measured with a precision of 1-2% for prolonged periods 
(113). 

A variety of devices are used clinically to treat tumors by the technique of 
RF-induced hyperthermia (114-116). These devices apply the RF field either 
external to the body for heating superficial tumors or inside the body for inter­
stitial hyperthermia. Although large RF fields are applied locally to the patient, 
the field levels at the location of medical personnel are generally quite small 
unless there is excessive leakage of RF fields from the applicator, the generator, 
or the connecting cables (117). 

The most widely used medical procedure that involves exposure of both 
patients and medical personnel to magnetic and electromagnetic fields is the 
magnetic resonance imaging (MRI) technique (118, 119). This diagnostic imag­
ing procedure involves the combined use of (1) static magnetic fields with flux 
densities up to 2 Τ for alignment of magnetic nuclei such as protons, (2) RF 
fields with frequencies up to 100 M H z to selectively excite resonant transitions 
in these nuclei, and (3) magnetic field gradients on the order of 1-2 mT/m to 
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define the tissue location of the magnetic resonance signals (J20). The gradient 
fields are switched systematically across the tissue volume of interest at fre­
quencies in the E L F range in order to generate the complete magnetic resonance 
image. The waveforms of the rapidly switched gradient fields are complex and 
contain spectral components that extend from the E L F region to tens of kilo-
hertz. 

Although the patient undergoing an MRI procedure is subjected to a vari­
ety of magnetic and electromagnetic fields at relatively high intensities, surveys 
of adjacent areas near MRI units where medical personnel are located have 
shown the exposure levels for these workers to be low. For example, recent 
measurements on a 1.5-T MRI system showed the static magnetic field to be 1.5 
mT and the amplitude of the time-varying gradient magnetic fields to be 0.1 μΤ 
at the operator's console (121). 

Concluding Remarks 
This review demonstrates that a great deal of research has been conducted to 
characterize the complex electromagnetic exposures to which humans are con­
tinuously subjected in the workplace, in homes, and in public locations. Rela­
tively high levels of electric, magnetic, and electromagnetic fields are frequently 
involved in electric power generation and transmission, in a large number of 
industrial processes, and in several commonly used medical procedures. How­
ever, with the possible exception of certain types of exposure to power-
frequency fields and to high-intensity RF and optical radiation, human exposures 
to electromagnetic fields generally fall within the guidelines that have been es­
tablished by a number of national and international organizations on the basis of 
well understood health risks. 

One of the challenges currently facing the scientific community is to gain 
a better understanding of the possible health implications of occupational and 
residential exposures to relatively low levels of power-frequency fields. Another 
major challenge is to develop cost-effective methods for mitigating human expo­
sures to electromagnetic fields, both at power frequencies and at higher fre­
quencies in the RF and optical regions of the spectrum. Considerable progress 
toward this goal has been made in recent years, but further advances are techni­
cally possible and can be achieved with continuing research and development 
efforts over the coming decade. 
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Typical Electric and Magnetic Field 
Exposures at Power-Line Frequencies 
and Their Coupling to Biological Systems 

Frank S. Barnes 

Department of Electrical and Computer Engineering, University 
of Colorado, Boulder, CO 80309-0425 

In this chapter we review five major sources of electric and magnetic 
fields. We then present some typical exposures as measured with 
personal dosimeters. The major sources of electric and magnetic 
fields to be discussed include power lines, electric railways, appli­
ances, ground currents, and naturally generated fields, both by the 
body and the Earth's atmosphere. We also review the coupling of 
these fields to the body in order to estimate how the externally gen­
erated fields compare with those that are generated by the body it­
self. 

PART OF THE PROBLEM OF DETERMINING i f the fields generated by the distri­
bution of A C (alternating current) power constitute a safety hazard requires 

an understanding of what the sources of the fields are and how they are coupled 
to the body. A knowledge of the sources aids in estimating the exposure that 
humans receive under a variety of conditions near the sources. 

0065-2393/95/0250-0037$12.00/0 
© 1995 American Chemical Society 
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38 ELECTROMAGNETIC FIELDS 
Naturally Generated Fields 

The electromagnetic power radiated from natural sources as a function of fre­
quency is shown in Figure 1. These fields can be thought of as being generated 
in a spherical capacitor between the surface of the Earth and the ionosphere, 
which begins at about 50 km above the surface. This capacitor is charged by 
about 100 lightning strokes per second from thunderstorms worldwide. At DC 
(direct current) the average value of the electric field at the surface of the Earth 
is about 130 V/h% and it can range up to 3000 V/hi near an active thunderstorm 
(/). These fields are not uniform, and local values can vary widely with tempera­
ture and humidity. The polarity of the fields can reverse in minutes. Thunder­
storms as far as 50 km away can affect the local field values. The magnitude of 
the field generated by the atmosphere decreases rapidly as the frequency in-

ANSI 1982 

USSR Occup. 

USSR G. POPULATION 

1 102 104 106 108 10 1 0 10 1 2 

FREQUENCY (Hz) 

Figure L Power emitted from natural sources as a function of frequency and 
standard exposure limits. The average atmospheric noise power density incident 
on the Earth (reproduced with permission from reference 27. Copyright 1982 
Institute of Electrical and Electronics Engineeres, Inc.) is compared with the 
1982 American National Standards Institute (ANSI) and USSR exposure stan­
dards. USSR Occup refers to the allowed occupational exposure levels; USSR G 
Population refers to the general population exposure levels. The average signal 
level for 15 U.S. cities is designated by the asterisk at 10~5 W/m2 power density 
and 109 Hz frequency. (Reproduced with permission from reference 28. Copy­
right 1989 Williams and Wilkins.) 
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creases. At 60 Hz the average value of the electric field is reduced to about 10 3 

V/m. 
The corresponding average magnetic fields are about 5 χ 10"5 Τ at DC, 

and (5 χ ΙΟ" 1 2 Τ)/(Δ/)' / 2 at 60 Hz, where Δ / i s the bandwidth. These fields are 
generated by the Earth's rotation around à liquid core, by the currents flowing in 
the ionosphere, and (particularly above about 6 Hz) by lightning activity. The 
most spectacular manifestation of the ionospheric currents is the aurora borealis. 
Both these naturally generated fields at 60 Hz are small compared with the fields 
that are measured in a typical home or workplace. 

A second major source of naturally generated fields is the body itself. The 
body uses electrochemical signals to control the movement of muscles and to 
transmit information from one part of the body to another. Typical electric sig­
nals for the heart, nerves, and muscles are shown in Figure 2 (2). 

The signals shown in Figure 2 also serve as a source of electric and mag­
netic fields that propagate through the rest of the body. Two of the most useful 
applications of these fields are the electrocardiogram (ECG) and the electroen-

+50 
LU 

M 
LU > 

-70 

BW 
0-10,000 Hz 

ω ο 0.5 
TIME (sec) 

Figure 2. Transmembrane potentials (Vm) innerve and muscle. Β Wis bandwidth 
used for measuring the signal (Reproduced with permission from reference 2. 
Copyright 1992.) 
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40 ELECTROMAGNETIC FIELDS 
cephalogram (EEG). The E C G is generated by the heart. Typical E C G signals 
have a peak value of about 1 mV with repetition rates from 45 to 150 beats per 
minute. The E E G signals are generated by the activity of brain cells. Typical 
E E G signals are about 30 μν between electrodes spaced a few centimeters apart 
with peak signals up to 50 μν at alpha rhythms around 10 Hz. Another source of 
electric signals is the stomach, which generates signals with frequency compo­
nents of 2-10 cycles per minute. A l l of these signals are typically chaotic in na­
ture, and this condition means that the beat-to-beat interval demonstrates sub­
stantial variations in time. The intervals between the beats change with the needs 
of the body and with changes in activity. Additionally, adaptive processes in the 
body lead to changes in the response of the same nerve fibers over time for re­
petitive activity (3). This variability is in contrast to power-line signals, which 
are very stable at either 50 or 60 Hz. 

We will compare these naturally occurring signals with externally gener­
ated signals in order to estimate the likelihood that the external fields will have 
significant biological effect. 

Externally Generated Fields 
Power Lines. The power lines that distribute most of our electrical 

energy are one of the most obvious sources of externally generated electric and 
magnetic fields. This distribution system usually consists of transmission lines 
and distribution lines. The transmission lines are the high-voltage lines that are 
used to transport power over long distances. They operate at voltages in the 
range from 100 to 700 kV. The currents in these lines range from 100 to 1000 A 
and typically average from 300 to 400 A . A variety of configurations are used 
for transmission lines. Among the most common are three-wire and six-wire 
configurations. A typical electric field distribution for a transmission line is 
shown in Figure 3 (4). In Figure 3, the electric field (E) is measured at ground 

Figure 3. Electric fields (E) as a function of distance from 525-kV transmission 
at ground level. (Reproduced with permission from reference 29. Copyright 1987 
Williams and Wilkins.) 
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3. BARNES Typical Electric and Magnetic Field Exposures 

Table I. Maximum Electric Field Intensities at Midspan Under Various 
Configurations and Voltages of Electric Power Transmission Lines 

Highest System Voltage (kV) 
Electric Field Strength Under 

Line at Midspan (kV/m) 
123 1-2 
245 2-3 
420 5-6 
800 10-12 

1200 15-17 
SOURCE: Reproduced with permission from reference 33. Copyright 1982. 

level under a 525-kV transmission line. The three electric phases (i. e., conduc­
tors) of the line were located in a horizontal configuration 10 m above the 
ground and with a phase-to-phase spacing of 10 m. The drawing gives electric 
field data as a function of lateral distance measured from the centerline of the 
transmission line. The maximum electric fields at midspan for a number of line 
configurations are given in Table I (4). In most areas the maximum electric 
fields are limited to <10 kVAn. In Montana the limit is 1 kVto at the edge of a 
right-of-way. 

The distribution for magnetic fields from transmission lines as a function 
of distance is shown in Figure 4 (4). Again, the magnetic fields from these lines 

Figure 4. Magnetic flux intensity as a function of distance from various sources. 
(Reproducedfrom reference 30.) 
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42 ELECTROMAGNETIC FIELDS 
vary with the current, the geometry, and the phasing of the wires. A number of 
computer programs make it relatively straightforward to calculate these fields 
(5). Zaffanella and Kaune (6, 7) analyzed a number of power-line configura­
tions. The fields can be significantly reduced by using a split-phase, six-wire 
configuration over a three-wire system (6, 7). We showed (8) that the fields may 
be reduced even further by going to a multiwire coaxial configuration and, when 
the sum of the currents on all the wires is zero, both the electric and magnetic 
fields will be zero outside the cable. In general, the more symmetrical the wire 
geometry and the current distribution, the lower the fields will be (8). The fields 
from transmission lines affect a relatively small number of people because most 
lines travel through sparsely populated regions and the right-of-ways are rela­
tively wide. 

Distribution lines are much more pervasive. They are the lines running 
from the substations to feed the transformers that supply power to homes and 
businesses. In Colorado the primary lines in this system employ 13.5 kV. The 
secondary lines employ 240 V phase to phase and 120 V to ground. The peak 
electric fields are typically in the vicinity of 100 VAn, as shown in Figure 5. The 
electric field contribution from the distribution lines to the fields in a house is 
typically on the order of 5 VAn and is usually smaller than those generated by 
sources in the house. 

The range of magnetic fields for distribution lines as a function of distance 
is shown in Figure 4. The contribution of these fields to the fields measured in a 
home or a business is quite variable. It depends not only on the distance from the 

Figure 5. Electric fields at 60 Hz as a function of distance from a number of 
sources. (Reproducedfrom reference 30.) 
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wires and the spacing between the wires but also on how much load is down­
stream. Wires at the end of the line carry less current than those closer to the 
substations. The fields from underground wires decrease more rapidly than those 
from overhead lines because the underground wires are usually closer together. 

Electric Railways. Electric railways may provide a second source of 
relatively large externally generated magnetic fields to which a substantial num­
ber of people may be exposed for extended periods of time. The fields in these 
vehicles are generated by several sources. The first source is the feed system, 
which may come either from an overhead catenary or a third rail that feeds 
power to the locomotive or the drive motors in the coaches. The catenary current 
is returned through the rails and thus forms a loop enclosing the interior of the 
train. These fields are largely horizontal and relatively uniform with height. In 
the three-rail system, all three rails are at approximately the same height, and the 
fields tend to be higher near the floor than near the ceiling. The fields generated 
by the currents in these feed systems vary with the load on the locomotion sys­
tem and are typically highest during start-up and at high speed or during a hill 
climb. A typical field pattern for a catenary feed system on an Amtrak train is 
shown in Figure 6 (P). Drive motors, i f located under the floor of the coaches, 
are the second major source of fields in these vehicles. The third source of fields 
in the coaches comes from the lighting and related passenger services. 

The frequency of the power feeds for the drive system varies from 16 to 
60 Hz, and significant harmonic content has been measured to 2560 Hz. Much of 
the harmonic content is generated by semiconductor choppers that are used to 
control the power delivered to the traction motors. The power spectral distribu­
tions for a number of train systems are shown in Figure 7 (P). A comparison of 
the peak and average values measured in the passenger compartments of the 

200 

0 1 2 3 4 5 6 7 8 

TIME IN MINUTES 

Figure 6. Typical example of the variability of magnetic fields caused by 
catenary current over time in an Amtrak train. (Reproducedfrom reference 9.) 
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Figure 7. Electrified rail maximum magnetic field levels within low-frequency 
sub-bands compared to minimum threshold limit values of known guidelines. 
Maglev is magnetic lévitation; ACGIH is American Conference of Governmental 
Industrial Hygienists; IRPA/INIRC is International Non-Ionizing Radiation 
Committee of the International Radiation Protection Association; TR-07 Maglev 
is German Transrapid TR-07; NEC is Amtrak Northeast Corridor (Washington, 
DC-Boston, MA); NJT is New Jersey Transit, New Jersey Coast Line (Long 
Branch) section; TGV is French Train a Grande Vitesse, Paris-Tours, France; 
WMATA is Washington, DC Metrorail, Gaithersburg, MD-Washington, DC; 
WMATA 3000 is Washington, DC Metrorail 3000 series cars; MBTA is Boston, 
MA Metropolitan Area Transit System. (Reproducedfrom reference 9.) 

trains is shown in Figure 8 (P). Somewhat surprisingly, the fields for a magnetic 
lévitation (maglev) train are not substantially larger than those of other electri­
cally driven trains. They do, however, generate rather complicated time-varying 
fields. 

Ground Currents. A n important source of magnetic fields in many 
homes is generated by the currents flowing in the plumbing. The electric feed 
system to most homes in North America is single phase at 240 V with a center 
tap to ground. If the current loads on the two halves of the transformer to ground 
are different, then the difference current wil l return to the power system through 
the ground. If there is a good contact and a low resistance between the house and 
power pole via the ground wire, then the difference current will return to the 
power system through the ground wire. If, however, this path has a higher resis-
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5-2560 Hz 
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1 

Figure 8. Maximum (bar top) and average (horizontal line) magnetic fields in 
passenger compartments on inter-city electrified systems as a function of low 
frequency sub-bands. Top: time-varying magnetic fields plotted on a linear scale. 
Bottom: time-varying and static magnetic fields plotted on a log scale. 
(Reproduced from reference 9.) 

tance than the path through the plumbing to the water main down the street and 
back through a neighbor's ground wire, then much of this current will take the 
path of least resistance. Currents of a few amperes in the plumbing are fairly 
common. The magnetic fields from these currents decay as Mr rather than as the 
multiwire system value l / V , where r is the distance from the current to the point 
of interest and η is related to the number of wires and their phasing. In the two-
wire case, at distances much larger than the spacing between the wires, η is equal 
to 3. Thus, fields from plumbing may be the dominant source of magnetic fields 
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Figure 9. Hourly averages of data collected in house over a 1-week period, a: 
Total magnetic field and ambient field, b: Grounding current measured on the 
water-service pipe. (The data points are connected by computer graphics lines, 
which may show jobs between the points.) (Reproduced with permission from 
reference 10. Copyright 1990.) 

in a house, as the fields from the wire pairs carrying the current to lights and 
appliances fall off rapidly with distance. A n example of a case in which the 
ground current in the plumbing was the dominant source of the magnetic field is 
shown in Figure 9 (10). The rapid variation of the ground currents with changes 
in the load current leads to the rapid fluctuations of the field with time. 

Appliances. Typical values for the electric fields generated from 
household appliances are given in Table II (4). The fields from most appliances 
decrease rapidly with distance. People usually work close to them for only short 
periods of time. Exceptions to this situation are electric blankets and computer 
monitors. Typical magnetic field values for appliances are shown in Table III 
(4). Again, most of these fields decrease rapidly with distance, and exposures 
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3. BARNES Typical Electric and Magnetic Field Exposures 41 

Table II. Typical 60-Hz Electric Field Levels 
at 30 cm from 115-V Home Appliances 

Electric Field 
Appliance Level (V/m) 
Electric blanket 250 
Broiler 130 
Stereo 90 
Refrigerator 60 
Electric iron 60 
Hand mixer 50 
Toaster 40 
Hair dryer 40 
Color television 30 
Coffee pot 30 
Vacuum cleaner 16 
Incandescent bulb 2 SOURCE: Reproduced with permission from reference 

34. Copyright 1992. 

Table III. Magnetic Flux Densities (mT) at 
60 Hz Near Various Appliances 

Appliance ζ = 3 cm ζ = 30 cm ζ = 1 m 
Electric ranges (>10 kW) 6-200 0.35^ 0.01-0.1 
Electric ovens 1-50 0.15-0.5 0.01-0.04 
Microwave ovens 75-200 4-8 0.25-0.06 
Garbage disposals 80-250 1-2 0.03-0.1 
Coffee makers 1.8-25 0.08-0.15 <0.01 
Can openers 1000-2000 3.5-30 0.07-1 
Vacuum cleaners 200-800 2-20 0.13-2 
Hair dryers 6-2000 <0.01-7 O.01-0.3 
Electric shavers 15-1500 0.08-9 <0.01-0.3 
Television 2.5-50 0.04-2 O.01-0.15 
Fluorescent fixtures 15-200 0.02-4 0.01-0.3 
Saber and circular saws 250-1000 1-25 0.01-1 
NOTE: Values are ranges for three to five models, measured at distance ζ from appliance. 
SOURCE: Reproduced with permission from reference 35. Copyright 1984. 
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48 ELECTROMAGNETIC FIELDS 
Table IV. Electric Field Levels at 60 Hz at 

Center of Various Rooms in a Typical 
U.S. Home 

Electric Field 
Location Level (V/m) 
Laundry Room 0.80 
Dining Room 0.90 
Bathroom 1.2-1.5 
Kitchen 2.60 
Bedroom 2.4-7.8 
Living room 3.30 
Hallway 13.00 

SOURCE: Reproduced with permission from reference 34. Copyright 1992. 

occur over relatively short periods of time. The major exceptions are, once 
again, electric blankets, computer monitors, and, occasionally, electric motors. 

With computer monitors, the fields are asymmetrical and decrease rapidly 
with distance. For example, on one monitor, fields as high as 100 mG may be 
measured at the top surface of the case, but at 6 inches from the front of the 
screen the fields were only 1 mG. Electric motors, such as those that drive small 
fans in computer printers or duplicating machines, may generate fields as high as 
100 mG at the surface of the machine that decrease rapidly with distance to val­
ues like 10 mG at 6 inches from the machine. The relatively high magnetic field 
exposures from a hair dryer or an electric razor are orders of magnitude higher 
than the average field exposures. Typical exposure times are short, however. The 
significance of these exposures, i f any, is yet to be demonstrated. 

Typical Exposures 

The typical exposure received by a human during the course of a single day 
fluctuates over several orders of magnitude. Average values of the 60-Hz electric 
fields in various rooms of typical U.S. homes are given in Table IV. These val­
ues are somewhat smaller than those we measured in Denver, Colorado, which 
averaged about 7 VAn and ranged as high as 200 VAn (//). We found the electric 
fields to vary rapidly with position in a typical room. This variation occurs be­
cause objects like metal floor lamps or metal chair frames short-circuit the elec­
tric fields. Additionally, the body is a relatively good conductor; thus, as one 
moves around, one changes the electric fields in the vicinity. 

The average magnetic fields as measured in a number of epidemiological 
studies are shown in Figure 10 (12). Typical values for fields to which an indi­
vidual might be exposed during the course of a day are given in Figure 11 (12). 
Again, the fields to which one is typically exposed during the course of a day 
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Figure 10. Residential magnetic field measurements with geometric standard 
deviations. (Reproduced with permission from reference 12. Copyright 1992.) 

vary greatly, and peak fields may be >100 times the average fields. With the 
variation in these fields and a lack of knowledge with respect to the mechanisms 
by which the fields affect biological systems, it is difficult to know how the 
fields should be characterized. To date, most of the fields have been character­
ized in terms of the average of the root mean square (rms). However, some evi­
dence (13) suggests that the horizontal component is more important than the 
vertical component. Additionally, the stability of the field or its coherence could 
be important in allowing the biological system to separate an external signal 
from a naturally generated chaotic signal. 

Coupling of the Fields to Biological Systems 

The coupling of electric and magnetic fields to structures in the body is quite 
different. By comparison to air, the body is a relatively good conductor, and thus 
only a small fraction of the electric field penetrates more than a few millimeters 
below the skin. Matching the boundary conditions for the perpendicular compo­
nent of the electric field (E) at 60 Hz for a plane surface gives 

internal - 4 χ 10"" E, 'external 

where σ is the conductivity, ω is the angular frequency, ε is the dielectric con-
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Figure 11. Measured magnetic field exposure by typical individual over the 
course of the day. (Reproduced with permission from reference 31. Copyright 
1992.) 
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stant for tissue, and j = 4-Λ . For an external field of 200 VAn at 60 Hz, this 
equation gives an internal electric field of about 8 χ 10"6 VAn. A much more 
complete job of modeling the effects of externally applied fields was carried out 
by Kaune and Phillips (14). The resulting induced current densities, J, as calcu­
lated from a model study, are shown in Figure 12. This figure shows axial cur­
rent densities and surface rms electric-field intensities for a grounded human, 
pig, and rat exposed to a vertical 60-Hz, 10-kVAn electric field. Relative body 
sizes are not to scale. A l l values of the current density are in units of nanoam-
peres per square centimeter. The internal current densities were calculated along 
an axis parallel to the long axis of the body and averaged over the cross-
sectional areas shown as dashed lines. The calculated current densities shown at 
the surfaces of the human and the pig are perpendicular to the body surface. 

Some evidence indicates at least two important ways by which electric 
and magnetic fields can affect biological systems. The first is through the cur­
rents that are induced in the body. The second is through a mechanism that in­
volves both the A C and DC magnetic fields. Induced currents at levels of >10"2 

A / m 2 are biologically active in such functions as bone growth (15) and C a 2 + 

transport across membranes (16). With an applied field of 200 VAn, the peak 
induced current would be expected to be about 40 nA/cm 2 or 4 χ 10^ A/m 2 . This 
value is less than current densities that have been shown to be important in ex­
periments on bone growth and the injection locking of pacemaker cells. How­
ever, the modeling that has been done thus far does not take into account the full 
complexities of the variations in the resistivity between fat, muscle, bone, and 
blood vessels. If the blood in the vessels is assumed to have a low resistance, 
then the vessels can work like antennae to concentrate potential differences into 
a small region of space. At 10 VAnthe total voltage drop across a person 2 m tall 

180 kV/m 

Figure 12. Induced current densities for a vertical 60-Hz 10-kV/m electric field. 
(Reproduced with permission from reference 29. Copyright 1987 Williams and 
Wilkins.) 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

3

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



52 ELECTROMAGNETIC FIELDS 
is about 2 V . If as much as a few millivolts is concentrated across a cell mem­
brane, then the biological effects could be significant. Voltages of a few milli­
volts can change the firing rate of pacemaker cells. Sharks can detect electric 
fields in the range of 5 χ 10"7 VAn using long channels that concentrate the fields 
across a relatively small number of membranes (7 7). 

Faraday's law for induction enables the calculation of the induced currents 
generated by a time-varying magnetic field. This calculation has been done for 
simple ellipsoidal models in a uniform field and for homogeneous materials, as 
illustrated in Figure 13. Again, induced current densities for fields of 1 μΤ calcu­
lated on the basis of average conductivity are 2 or 3 orders of magnitude smaller 
than are known to be important. However, the calculations have not yet been 
attempted for complex models, in which the variations in the resistivity between 
fat, muscle, bone, and blood vessels are included along with their complex ge­
ometry. For an extreme case in which the blood vessels are short circuits and 
concentrate all the induced voltage across a single piece of tissue or membrane, 
as much as 2 mV might be generated across the membrane from a time-varying 
magnetic field of 1 μΤ at 60 Hz, which is just large enough to be significant for 
exposures on the order of 1 s in changing the firing rate of pacemaker cells. 

With respect to the second mechanism involving both the A C and DC 
magnetic fields, the evidence is much less definitive. Small magnetite particles 
have been discovered in leukocytes and other human tissue (18). These particles 
in a time-varying magnetic field could apply torque directly to membranes, af­
fecting the opening and closing of channels, and, thus, the behavior of cells. The 

0.2 m 

H O R I Z O N T A L E L L I P S O I D A L V E R T I C A L 

Β F I E L D A P P R O X I M A T E Β F I E L D 

Figure 13. Induced current directions in ellipsoidal proximation to a human. J is 
current density. (Reproduced with permission from reference 32. Copyright 1990 
Institute of Electrical and Electronics Engineers, Inc.) 
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force (F) on a magnetic particle with a dipole moment m i n a magnetic field 
gradient (VB) is given by 

F = m-VB 

The saturation magnetization for these particles, which are 20-30 n m o n a side, 
leads to magnetic moments that range from 10~15 to 5 χ 10"13 A-m 2 . If these par­
ticles are arranged into chains in which the moments of each crystal are strongly 
coupled to each other, then the torque (7) on the resulting magnetic dipole is 
given by 

Τ = |m||£|sin<|> 

where φ is the angle between the dipole and the applied flux density, B. Also, 
some evidence suggests (19-26) that these fields at the cyclotron or Larmor fre­
quencies of important ions can be biologically important, i f these signals are 
applied in a coherent manner for periods of time on the order of minutes or 
longer. 

Thus, the future is likely to show that we will need to characterize both 
the A C and DC magnetic fields, the angle between them, and the length of expo­
sure in order to be able to assess the importance of the exposure to magnetic 
fields for a given biological system. 
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Bioelectromagnetic Dosimetry 

Charles Polk 

Department of Electrical Engineering, University of Rhode Island, 
Kingston, RI 02881 

This chapter describes bioelectromagnetic dosimetry, which deals 
with the definition and measurement of the physical quantities that 
must be specified in evaluating interaction of electric and magnetic 
fields with living organisms. The essential aspects of bioelectromag­
netic dosimetry are discussed in some detail for extremely low fre­
quencies and are summarized briefly for radio-frequency fields, in­
cluding microwaves. Basic equations are cited to show the 
importance of relative orientation of field vectors and object sur­
faces, object and source size, object-to-source distance, and fre­
quency or pulse shape and duration. The role of environmental static 
fields is discussed. Some reference to recent research is made. 

OR THE DOSIMETRY OF DRUGS it is generally sufficient to clearly characterize 
A the agent by giving its chemical composition and then to specify the quantity 
administered and the manner of administration (e.g., in solid form as a pill , dis­
solved in liquid, or intravenously). Dosimetry of electric and magnetic fields is 
in many ways more complex because it requires specification of many more 
parameters. First, at low frequencies (as opposed to microwave frequencies), 
electric and magnetic fields can to a high degree of approximation be applied 
separately, and therefore specifying whether the applied field is electric or mag­
netic is essential. Second, because electric and magnetic fields are vectors, it is 
essential to specify not only magnitudes but also field directions with respect to 
directions characteristic for the culture vessel (e.g., axial or transverse) or the 

0065-2393/95/0250-0057$ 12.50/0 
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58 ELECTROMAGNETIC FIELDS 
exposed animal (e.g., dorsal-ventral, head-tail, etc.). For electric fields the shape 
of the exposed object greatly affects induced currents, and for magnetic fields, 
cross-sectional dimensions of the culture vessel or animal also must be specified. 
In addition, for both electric and magnetic fields one must know whether the 
exposed object was electrically insulated or electrically grounded. 

The wave shape or frequency content of the applied signal appears to in­
fluence the observed biological effects significantly. If the signal is purely sinu­
soidal and is applied continuously, only its frequency and the duration of expo­
sure need to be specified. However, i f pulsed fields are employed, then 
completely specifying the rise time, decay time, duration of individual pulses, 
and pulse repetition rate is essential. Furthermore, one must know whether the 
given pulse characteristics are those of the applied magnetic field or were meas­
ured with a pick-up coil that detects an induced electric field. In general, wave 
shapes of the applied magnetic and induced electric pulses are radically differ­
ent. 

Finally, a description of electromagnetic field exposure necessarily in­
cludes measured values of continuous or intermittent background fields. These 
background fields are 

• the usually but not always insignificantly small power-frequency electric 
fields present in home and laboratory environments 

• power-frequency magnetic fields, which frequently can be of significant 
magnitude inside incubators or near devices such as centrifuges or shak­
ers that contain electric motors 

• the geoelectric field, which is essentially a static field (about 100 V/m in 
fair weather) 

• the "static" geomagnetic field 

Several experiments have shown (1-3) that some biological effects de­
pend upon synergism between static and time-varying magnetic fields; both 
magnitudes and relative directions are apparently important. In a steel-frame 
building or inside a laboratory incubator, the "static" magnetic field may differ 
substantially in both magnitude and direction from the field in free space and 
may also vary from point to point. Specifying the characteristics of the back­
ground field at the exposure location is therefore essential, at least when biologi­
cal effects of weak (gauss or milligauss) magnetic fields are investigated. Elec­
tric fields, applied or existing in air, are greatly reduced upon penetration into 
any electrically conducting medium, such as cell culture medium or the animal 
body; they are also reduced by high-loss dielectrics such as building walls. 

The preceding discussion applies primarily to low-frequency fields, in­
cluding those at power and audio frequencies, and to pulsed signals whose es­
sential frequency content (discussed in the next section) is restricted to less than 
about 100 kHz. Different considerations apply to radio-frequency and micro­
wave fields, which will be discussed only very briefly at the end of the chapter. 
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Frequency, Pulse Shape, and Repetition Rate 

Purely sinusoidal signals are generally encountered only in carefully controlled 
laboratory environments. Signals from commercial power lines and distribution 
systems may contain harmonics (i.e., integral multiples of the fundamental 
power frequency of significant magnitude up to the fifth) and transient spikes of 
milli- or microsecond duration. Instruments have been developed to measure 
these characteristics of the man-made electromagnetic environment (4). Special­
ized industrial devices, notably variable-speed motors and their control systems, 
as used for example for pumps or railroad engines, may also draw currents of 
very complex wave shapes and thereby cause the magnetic field from nominally 
sinusoidal sources to have a significant energy content above the fifth harmonic 
(5). 

Of particular interest is the frequency content of therapeutic pulsed field 
devices because they were frequently used in the past either to produce or to 
investigate biological effects. Unfortunately, description of these signals in re­
search reports is frequently very incomplete or even misleading. For example, 
the signal illustrated by Figure 1, which is similar to that of some therapeutic 
devices used to accelerate healing of bone fracture nonunions, would be cor­
rectly described as having a pulse-repetition frequency of 20 Hz. However, it 
should not simply be called a "20-Hz signal" or an "extremely low frequency 
(ELF) signal" because very little of its energy is at 20 Hz or even below 1000 
Hz. Fourier integral analysis of such a pulse burst (6, 7) gives 

Fi(a>) = 2π Σ BT2 

sin(cu - ωι)Τ2 sin(<u + ω\)Τ2 
(ω - ωι)Τ2 (ω 4- ωι)Τ2 

δ(ω - ηω0) (1) 

where the delta function δ(ω - ηω0) indicates discrete spectral lines at multiples 

•200μ8 Û>1 

Figure 1. Biphasic pulse burst repeated at frequency (a>J2n) = 20 Hz. 
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60 ELECTROMAGNETIC FIELDS 
of the pulse-repetition frequency (mJ2n), which is 20 Hz in the selected exam­
ple. The amplitudes of the spectral lines are given by the expression in brackets 
in eq 1. The spectral peak for positive frequencies occurs, as illustrated in Figure 
2, where [sin (ω - ωι)Γ 2]/[(ω - ω\)Τ2] is equal to 1, which is the case when ω = 
©ι or at the frequency of the sine wave within each individual burst. In the pres­
ent example this frequency is 106/200 Hz (=5 kHz)! The duration 2T2 of the 
pulse burst determines the widths of the spectral lobes as indicated by eq 1 and 
illustrated on Figure 2. 

The spectrum of a unidirectional [direct current (DC)] pulse (Figure 3a) is 
shown on Figure 3b. Only i f such a pulse is combined with the biphasic signal of 
Figure 1 to give the signal of Figure 4 wil l the Fourier spectrum have significant 
energy content at low frequencies. 

Low-Frequency Electric Field Dosimetry 

In Vitro Dosimetry for Cell and Tissue Cultures. Culture media 
generally have an electric conductivity on the order of 1 S/m (8), similar to that 
of fluid-saturated living tissue (9). A material is considered to be an electric 
conductor, as opposed to an insulator or dielectric, i f the ratio of conduction cur­
rent density, σΕ, to displacement current density, z(dEldt\ is much greater than 
one, where σ is the electric conductivity, Ε is the electric field, and ε is the di­
electric permittivity. For a field varying sinusoidally in time at frequency ω/2π, 
this relation can be written as 

conductor when — » 1 (2) me 

The dielectric permittivity is given by ε = ε^ο, where ε 0 is the permittivity of 
free space, which is equal to 8.84 χ 10"12 F/m, and εΓ is the relative dielectric 
constant. Below 100 Hz εΓ of living tissue can be as large as 106 (9); neverthe­
less, eq 2 still gives a value of 180 at 100 Hz with σ = 1 S/m and εΓ = 106. Thus 
at E L F , culture media can be considered to be electrically conducting fluids. 
Electric fields are therefore most easily introduced to cell cultures by making 

Figure 2. Spectral envelope of the signal of Figure I. If a single burst is replaced 
by bursts repeated at frequency fo, the continuous spectrum becomes the enve­
lope of spectral lines spaced at intervals f 0. B 0 is the peak amplitude of the ap­
plied magnetic flux density. 
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4. POLK Bioelectromagnetic Dosimetry 61 

a b 

Figure 4. Unidirectional pulse and spectral envelope. If burst is repeated at fre­
quency fo, the spectrum consists of discrete spectral lines at f 0 intervals. The il­
lustrated continuous spectrum then becomes the envelope indicating relative 
amplitudes of the spectral lines. 

conducting contact and measuring the series current, I. If the electrodes are large 
enough and their shape is relatively simple, or i f the field is calculated at a point 
in the field at a distance that is relatively large in comparison with the electrode 
size, then the electric current density, J, is given by IIA, where A is the cross-
sectional area of rectangular electrodes or of rectangular vessels. The electric 
field can then be calculated from 

J = σΕ (3) 

i f the conductivity is measured. 
If the current is introduced into the medium by point or rod electrodes, the 

computation of the current density becomes more complicated, and appropriate 
literature (10, 11) must be consulted. A l l such calculations assume that the cul­
ture medium, including cells and tissue cultures, is electrically homogeneous. 
This approximation is reasonable for freely floating cells at relatively low den­
sity. If cells are plated at the bottom of a culture vessel and become confluent, or 
nearly so, the culture fluid and cell system must at least be considered as a two-
layer medium, in which the bottom (cell) layer may have a vastly different (and 
at E L F usually much lower) electric conductivity than the fluid. Current density 
and field evaluation then require more complex calculations, such as are used for 
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62 ELECTROMAGNETIC FIELDS 
ground conductivity evaluation in geophysics (11), or possibly numerical 
evaluation using available two- or three-dimensional electrostatics programs 
(12). 

The use of electrodes for introducing electric current into biological fluids 
requires caution to avoid chemical reactions at the electrode surfaces and conse­
quent contamination of the fluid. The most successful method for solving this 
problem consists of using Agar bridges (13). 

For freely floating cells at relatively low density in a conducting medium, 
calculating the electric fields at the surface and within the cell membrane and the 
cell cytoplasm is of interest. If one assumes as a first, very rough approximation 
that the cell can be represented by a conducting sphere (the cytoplasm) of radius 
a, surrounded by a thin, low-conductivity membrane of outer radius r = b (and 
thickness Δ = b - a\ these fields can be computed in closed form using the 
quasi-static approximation. For a field E0 applied at r » a in a conducting me­
dium, electric fields Ε at the surface and within the cell membrane and cyto­
plasm are given in the following series of equations. 

r » b 

r = b+ 

Ε « rE0 cos θ - Θ E 0 sin θ « zEQ 

Ε « f χ E0 —r cos Θ - θ τ E0 sin θ 
Ζ (Τ Δ I 

r = b~ Ε « r | Ε0 j cos θ - Θ | Ε0 sin θ 

r = α+ Έ « r | EQ % cos θ - θ* | Ε0 sin θ 2 Δ 2 σα 

r = α Ε 

α ΙΟ4 Υα 
Λ ~ 6 σΑ 

Υα Υα 
" 2 Ε ο σ Λ 0 Ο $ Θ ~ Θ 2 Ε ο σ Δ ^ θ 

4 χ Ι Ο " 5 at 60 H z 

In these equations, the conductivities of culture fluid and cytoplasm, designated 
by σ, are considered equal; the specific admittance of the membrane is given by 
Υ = σ 2 + 7ωε2, where σ 2 is membrane conductivity, ε 2 is membrane dielectric 
permittivity, and j = 4-Ϊ ; θ is the colatitude measured from the direction of 
field E0; A « a; b+ is defined by r = b + δ where δ « b; and correspondingly, 
b~ = b - δ, a = a + δ, and a = a - 8. Unit vectors are f i n the direction of the 
applied external field and Ô and r, respectively, in the colatitudinal and radial 
directions. 

Another method (14) for introducing an electric field into a culture me­
dium is illustrated by Figure 5. It is suitable only i f small values of the electric 
field within the culture medium are desired. Continuity of current (or conserva-
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Figure 5. Method for introducing a small electric field into a conducting fluid 
without conductive contact. 

tion of charge) at a plane, infinite boundary between a "perfect" (i.e., zero-
conductivity) dielectric medium with permittivity ε and a conducting medium of 
conductivity σ requires that the ratio between the electric field outside (in the 
dielectric; E0) and the electric field inside (the conductor; E\) be given by 

Eo 
(ύ€ρ 
σ 

(4) 

Using this relation, one obtains for E{ in terms of the applied voltage V between 
electrodes 

J7^(h + 'b/€r) + d O)€o 

VO>€Q 

ah (5) 

where h is the height of the upper electrode above the fluid surface, ή, is the 
bottom thickness of the containment vessel, ε,· is the relative dielectric constant 
of the vessel material, d is the depth of fluid in the vessel, σ is the conductivity 
of the fluid, and ω is the radian frequency, which equals 2π / . At E L F a typical 
value of ωε 0 /σ might be 10"8. If h equals 1 cm, F would have to be 1000 V to 
obtain for Ex the value of 1 mV/m. To check the value of E\ obtained by eq 5, 
one can measure the series current J; it is related to the cross-sectional area A of 
the vessel by 

/ « σΕιΑ 

and might be of the order of microamperes i f A is several square centimeters. 

(6) 

Dosimetry for Animal or Human Exposure. Equation 4 also 
provides a first approximation for the current inside and outside an animal body 
subjected to an external electric field. Here, of course, one does not deal with 
infinite plane boundaries, but shape effects come into play. A n electric field that 
is initially uniform becomes distorted in the immediate vicinity of the animal 
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64 ELECTROMAGNETIC FIELDS 
such that it is oriented everywhere perpendicular to the conducting body. 
Whether the animal is electrically grounded or is located on an insulating plat­
form wil l significantly affect the field distribution. Finally, when considering 
animal or human exposure, one is often primarily interested not in an average 
electric field within the body but rather in field and current distribution within 
different body parts. The electric inhomogeneity (e.g., bone vs. muscle conduc­
tivity) and variation in cross section of limbs and trunk then determine the exact 
current distribution. Extensive model calculations as well as measurements on 
"phantoms" (saline body models) have been performed (15-17). The results are 
that in a human standing on an electrically conducting ground in a 10-kV/m, 60-
Hz electric field, maximum current densities of 0.03 A / m 2 are estimated in the 
leg and 0.004 A / m 2 in the neck. The larger value corresponds to an EJE\ ratio of 
3.33 χ 105 when a body conductivity of 1 S/m is assumed. 

Shape, body size, and body orientation effects also require substantial cor­
rections when equal internal electric fields inside different animals are to be ob­
tained by applying external electric fields. Thus, applying a 30-kV/m, vertical, 
60-Hz electric field in a rat cage is necessary to obtain roughly the same current 
densities within the rat body as inside a human standing upright in a 10-kV/m, 
60-Hz field (17). 

Low-Frequency Magnetic Field Dosimetry 

General Considerations. To a very high degree of approximation, the 
E L F magnetic flux density B(t) inside living tissues or cell cultures is equal to 
that applied externally. This relationship is a consequence of two conditions. 
First, the magnetic permeability of tissue and cells is, to within a fraction of 1%, 
equal to that of free space (except in the immediate vicinity of microscopic mag-
netosomes, to be discussed later); second, the relatively low electric conductivity 
(at most on the order of 1 S/m) of living matter, in comparison with that of me­
tallic structures («10 7 S/m), guarantees that the magnitude of the secondary 
magnetic field produced by the induced eddy currents is negligible (18). There­
fore the applied magnetic field can be measured externally or calculated from 
known external current distributions (such as in power-frequency transmission 
or distribution lines, or in specially designed coil configurations) without need to 
correct for any modification due to the insertion of an animal or tissue prepara­
tion. 

A time-varying magnetic field vector Β induces an electric field vector Ε 
according to Faraday's law such that 

where dl is a vector element of length and ds is a vector element of area. 
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When a magnetic flux density Β is applied parallel to the axis of an infi­
nitely long, electrically homogeneous circular cylindrical body, eq 7 reduces to 

Εφ = irfBr (8) 

where E$ is the circumferentially directed electric field,/is frequency, and r is 
the radial distance from the center of the cylinder. This last relation is frequently 
employed in estimating induced electric fields in animal bodies and cell cultures 
but wil l give incorrect results when media are neither cylindrical nor electrically 
homogeneous. Equation 8 nevertheless indicates roughly that one needs a 15-μΤ 
magnetic flux density B, perpendicular to the horizontal cross section of a circu­
lar culture well of 1-cm radius, to induce in it an electric field equal to that pro­
duced in a human by a l-μΤ magnetic flux density oriented parallel to the head-
foot axis. 

A key question as yet unsolved in magnetic field dosimetry is whether ob­
served biological effects at low frequencies are due to the induced electric field 
or to the time-varying magnetic field itself. The first answer has been generally 
assumed in the past and is probably correct when the induced electric fields are 
relatively large, that is, at least 10~3 V/m. Some experiments on cells in cultures 
that give average induced electric fields of this order of magnitude have shown 
(19) clear electric field effects. On the other hand, experiments leading to 
smaller induced electric fields have clearly been shown (20) to be independent 
of electric field magnitudes. 

If biological effects are due to the induced electric field, an obvious con­
sequence of eq 7 is that the orientation of a culture dish, or any other object, 
within the magnetic field wil l have major consequences. Because only the com­
ponent of the magnetic field that is perpendicular to a surface contributes to the 
induced electric field in the plane of that surface, the two culture vessel ar­
rangements illustrated by Figure 6 wil l give entirely different induced electric 

a b 

Figure 6. Orientation of culture vessel affects magnetically induced electric field, 
a: Magnetic field parallel to fluid surface, b: Magnetic field perpendicular to 
fluid surface. 
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66 ELECTROMAGNETIC FIELDS 
field magnitudes and distributions. If the fluid in the circular dish is homogene­
ous, the electric field in the arrangement of Figure 6b can be calculated by eq 8 
at various radii; the surface area perpendicular to Β is A2. For the arrangement of 
Figure 6a the cross-sectional area A\ is that of a rectangular, vertical plane 
through the culture dish, and the field computation becomes much more complex 
although a solution in mathematically closed form is available (21). 

Method for Deciding If an Induced Electric Field Produces a 
Biological Effect. Misakian and Kaune (22) suggested the use of concen­
tric-ring culture dishes to decide whether a particular in vitro effect is due to the 
induced electric field or is caused directly by the magnetic field. According to eq 
8, cells in rings of different radii wil l experience different electric fields but are 
subjected to the same magnetic field that is perpendicular and of the same ampli­
tude over the entire dish surface. If a time-varying magnetic field is generated 
over a sufficiently large cross-sectional area, the experiment can also be per­
formed with a number of separate culture plates of different diameters. In either 
case the experiment is not as straightforward as it might appear at first sight. If 
cells during culture settle to the bottom of the vessel (even i f they do not plate), 
results from different rings or wells with different diameters are comparable only 
i f cells per unit volume of culture medium and cells per unit surface area are 
both the same in all rings or separate wells. The required uniform surface distri­
bution is achieved only i f all wells or rings are initially filled with the cell-
culture medium mixture exactly to the same height and i f cell density per unit 
volume is carefully maintained. 

A further limitation of the method is that eq 8 is only valid for a homoge­
neous medium. Therefore it can be applied only when the cell density in the 
culture medium is relatively small. Induced field distributions obtained for cy­
lindrical vessels by numerical methods do not follow eq 8 when the cell density 
is high (25, 24). 

Scaling from In Vitro to In Vivo or Between Different Organ­
isms Assuming Effects Due to Induced Electric Fields. A first-order 
approximation, based on eq 7 or eq 8, would indicate that the magnetic flux 
density Β would have to be varied in inverse proportion to the radius r (in a 
plane perpendicular to the direction of B) i f the same induced electric field is to 
be obtained in different preparations or organisms. Thus one might expect 
(assuming similarity of a particular physiological system in mouse and human) 
that a 10-μΤ, horizontal, 60-Hz magnetic field in a mouse of 2.5-cm diameter, 
and a l-μΤ, vertical, 60-Hz magnetic field in a human of 25-cm mean body di­
ameter would produce similar effects. 

The electric fields (E{) and current densities (J) induced by a time-varying 
magnetic field B(t) wil l follow paths different from those produced in tissue by 
an externally applied electric field (E&). This fact is illustrated by the lumped-
circuit approximation, shown in Figure 7, of a rectangular body in which dis-

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

4

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



4. POLK Bioelectromagnetic Dosimetry 67 

a b 

Figure 7. Externally applied and magnetically induced electric fields produce 
different current distributions: (a) applied electric field; (b) applied time-varying 
magnetic field. (Reproduced with permission from reference 28. Copyright 1992 
Wiley.) 

crete circuit elements (principally resistive and capacitive) have been substituted 
for the continuous distribution of different cells, intercellular matrix, and fluid 
that make up a real biological entity. For an applied electric field Ea, which is 
much smaller inside than outside the body according to eq 4, the generator or 
generators are arranged linearly as indicated in Figure 7a. Furthermore, because 
£ a at E L F is quasi-static (25), die electric field distributions inside the body over 
any closed path must be such that 

#E-dl = 0 (9) 

even in the presence of inhomogeneities or anisotropic structures. If the body of 
Figure 7a is electrically conductive, currents wil l primarily flow in the direction 
of the applied field. Internal structures that are electrically insulated, for example 
by membranes, wil l simply be bypassed (for details of such situations see refer­
ences 17 and 26). On the other hand, B(t) wil l produce circulating currents in 
electrically isolated structures that are proportional to their electric conductivity 
(σ), their cross-sectional area (aO perpendicular to B(t\ and the time rate of 
change of B(t% as suggested by eq 7. For the lumped circuits in Figure 7b, eq 7 
gives for each loop i (i = 1,2,...) of area at 

(10) 
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68 ELECTROMAGNETIC FIELDS 
Because electric properties of biological substances can change substan­

tially over a scale of nanometers (for example when a membrane is present), eq 
7 does not predict the electric field at every point. Any numerical computation 
based on it (27) wil l give correct answers on a micro scale only when selected 
areas, or the corresponding mesh sizes, as in Figure 7, are sufficiently small to 
correctly represent inhomogeneities on a micro scale. Because the induced fields 
depend upon the lengths of current paths within electrically insulated structures, 
the size, for example of organs contained within insulated membranes, becomes 
important. Groups of cells connected by gap junctions also may present rela­
tively large cross-sectional areas perpendicular to B(t) and allow induction of 
correspondingly larger electric fields in the cell interior (for numerical estimates, 
see reference 28). 

These considerations, which are essentially all based on the difference 
between eqs 7 and 9, indicate that the electric fields inside the human or animal 
body induced by time-varying E L F magnetic fields cannot be expected to pro­
duce the same biological effects as internal electric fields due to externally ap­
plied E L F electric fields. Scaling between different organisms or from in vitro to 
in vivo also is very different for application of external electric and magnetic 
fields, even i f the magnetic fields exert a physiological effect only through in­
duced electric fields or current densities J = σΕ. In the absence of detailed nu­
merical micro-scale models one must still rely on eq 8 for first-order scaling. 

Direct Effects of ELF Magnetic Fields and Role of Ambient 
(Geomagnetic) DC Field. Epidemiological findings that suggest health 
effects of 60-Hz fields implicate weak power frequency magnetic rather than 
electric fields. Biological effects of time-varying E L F magnetic fields exhibit 
frequency windows, that is, effects at some frequencies but not at others, but do 
not become more prevalent or stronger as the frequency increases. Such an in­
crease with frequency might be expected, in view of eqs 7 and 8, i f the cause 
were the induced electric fields (29). In vitro experiments also have shown (20% 
by using the multiring method already described, that some observed biological 
consequences of E L F magnetic field exposure were not due to the induced elec­
tric field. In this context it is useful to point out that the generation of an electric 
field by a time-varying E L F magnetic field is an extremely inefficient way of 
converting magnetic to electric energy. If a magnetic flux density Bm within a 
cylindrical volume ν of radius a and permeability μ contains an energy of 
ΐ4(Βπι2/μΧν), and a magnetic flux density Bt induces an electric field Ε so that 
ιΑ(ζΕ2) integrated over the same volume is equal to the energy corresponding to 
Bm, then using eq 8 gives the ratio 

Be 2 
(11) 

where μο is the permeability of free space. For a radius α of 3 cm, one obtains, at 
60 Hz, values for BJBm of 108 or 105, depending upon whether one assumes for 
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the dielectric permittivity, ε, that of free space (εο) or that of muscle tissue at 
E L F (ε « 10 6ε 0). Thus the time-varying magnetic flux density (Be) necessary to 
store a given quantity of energy in the electric field that it induces is many orders 
of magnitude larger than the flux density (Bm) that would store the same amount 
of magnetic energy! If biological experimentation shows that effects are pro­
duced by very weak time-varying magnetic fields, then clearly it is important to 
consider all possible mechanisms for direct magnetic field-tissue interaction 
without assuming a priori that biological effects can be due only to the induced 
electric fields. 

When direct effects of magnetic fields are considered, the type of dosime­
try needed depends to a large extent upon the nature of the field-biosystem in­
teraction. One mechanism, which probably requires alternating magnetic flux 
densities of at least 100 μΤ (30, 31% involves free-radical chemical reactions. 
Two other mechanisms, however, are in principle applicable at lower E L F fields 
(down to 10 μΤ and possibly much lower). Kirschvink et al. (32) have discov­
ered domain-size magnetite crystals in human brain tissue at very low volume 
concentration (4-110 parts per billion), but at 100 times higher concentration in 
a transformed (Jurkat) T-cell line (33). A very general scheme for interaction of 
such magnetic crystals with the surrounding tissue has been proposed (34), but 
not enough is known at the present time about the magnetite-to-membrane or 
magnetite-to-cytoplasm interface to permit experimentally verifiable predictions 
(35, 36). 

The other model for direct magnetic field-biochemical interaction is that 
of ion parametric resonance. It was first proposed by Lednev (37, 38), and a 
modified form was recently published by Blanchard and Blackman (39). Some 
of its quantitative predictions agreed with experimental results obtained by Yost 
and Liburdy (1) considering C a 2 + influx in mitogen-treated lymphocytes. Very 
recently Blackman et al. (3), considering magnesium, vanadium, and other ions 
in neurite outgrowth from PC-12 cells, obtained data that appeared to support 
their version of the model. The model postulates Zeeman splitting of presumably 
infrared vibrational modes at an ion cyclotron frequency f0 = qBJlnm in the 
E L F range, where q and m are, respectively, the ionic charge and mass, and B0 is 
an applied D C magnetic field in the magnitude range of the Earth's field. Fre­
quency modulation of the Zeeman levels by an externally applied, parallel-
oriented magnetic field at the frequency f0, or a subharmonic fjn, changes the 
transition probability between infrared vibrational modes. The resulting changes 
in the unknown dynamic configuration of the ion and the protein to which it is 
bound are then assumed to affect a series of possibly very complex biological 
processes. The lifetime of the ion within the protein or protein complex must be 
relatively long, ~1 s. 

Importantly, the model predicts a variation of the transition probability ρ 
between vibrational modes given by 

ρ = Κι + K2(-l)nJn(nBAc/B0) ^ (12) 

where Jn is the Bessel function of order n. At the resonance frequency (n = 1) or 
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Figure 8. Fit of neurite outgrowth (NO) data to the ion parametric resonance 
(IPR) model for resonance frequencies of 25 Hz (B0 = 20.3 μΤ) and 45 Hz (B0 = 
36.6 μΤ) using only η = 1 in eq 12. Possible ions are Mg2+ and V4*. 
(Reproduced with permission from reference 3. Copyright 1994 Wiley.) 

its subharmonics (n > 1), the numerically normalized experimental results can 
then be compared with the predictions of eq 12 by adjusting the parameters Kx 

and K2 to obtain a best fit to experimental data. 
In the Blanchard and Blackman (39) version of the model, eq 12 is modi­

fied by insertion of a factor of 2 in the argument of the Bessel function, which 
leads to different numerical results for p. Exposing PC-12 cells to appropriate 
DC and A C magnetic field amplitudes at a single resonance frequency, Black-
man et al. (J) obtained a decrease in the number of cells with neurite outgrowths 
in comparison with unexposed cells. That decrease appeared to follow the 
Jn(2nBAC/B0) version of eq 12, as illustrated by Figures 8 and 9. However, the 
model was tested only over a range of2BAC/B0 between 0 and 3.8, corresponding 
to positive values of the first-order Bessel function. [It would have been useful to 
extend the range further to at least 5.3 because the negative peak, Ji(5.3) = 
-0.346, is comparable in magnitude to the positive peak, J\(l.i5) = 0.581]. In 
any case the factor of 2 in Jn(2nBACIBOc) is incompatible with the basic assump­
tions of the model as formulated by Lednev (see reference 40). Much more detail 
was given by Blackman et al. (3), Lednev (57, 38), Polk (40), Adair (41), 
Bruckner-Lea et al. (42), and Markov et al. (43). 

The experiments of Liburdy (1) and Blackman (3), without adequately 
confirming any particular theoretical model, and the earlier reports by Liboff 
(44), Smith (45), McLeod (46), and Reese et al. (47) clearly show the need for 
controlling, or at least reporting, the direction and amplitude of the DC magnetic 
field when biological effects of weak E L F magnetic fields are investigated. The 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

4

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



4. POLK Bioelectromagnetic Dosimetry 

120-

71 

100 

ο 

Φ ο 
ο ζ 

Figure 9. Neurite outgrowth (NO) data for off-resonance conditions (45 Hz, B 0 

2 μΤ). (Reproduced with permission from reference 3. Copyright 1994 Wiley.) 

model of Kirschvink (34) also would require interaction between DC and A C 
fields, although no predictive theory for critical frequencies or amplitude ratios 
is available. For reference the parametric resonance or ion cyclotron frequencies 
of some physiologically important ions are listed in Table I for a static magnetic 
flux density of 50 μΤ, corresponding to the magnitude of the geomagnetic field 
at many midlatitude locations; also listed are required flux densities for reso­
nance at 60 Hz. 

Exposure Systems and Magnetic Field Measurements. The best-
known and simplest system for generating spatially uniform magnetic fields over 
a relatively large volume is the Helmholtz coil arrangement (48). Uniform fields 
over larger volumes can be obtained with multicoil arrangements (49, 50) or 
with long solenoids (48). Designs of these systems, as well as of parallel-plate 

Table I. Ion Resonance Frequencies for B0 = 50 μΤ and Required DC Magnetic Flux 
Densities for 60-Hz Resonance 

Ion Charge/Mass Ba(Hz)b 

Fe 3 + 5.15 41.0 73.2 
« t a * 4.78 38.0 78.9 
Mg 2* 7.89 62.8 47.8 
P 3 + 9.28 73.8 40.6 
Ion resonance frequency values at B0 = 50 μΤ. 
^Magnetic flux density values required for fQ = 60 Hz. 
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72 ELECTROMAGNETIC FIELDS 

exposure arrangements and exposure chambers, have been discussed in great 
detail by Misakian et al. (51). 

Good experimental practice for biological experiments requires that both 
exposed and sham cultures and animals be subjected to exactly identical envi­
ronments with the single exception of the exposure parameter, which in the pres­
ent context is the applied magnetic A C or DC field or a combination of fields. 
Performing data analysis blind, that is, in such a manner that the person who 
records the data does not know i f a particular sample was exposed, is also desir­
able. These requirements can be achieved most easily for field exposure by using 
double-wound coils (50), as illustrated by Figure 10. With one position (AA f ) of 
the double-pole-double-throw (DPDT) switch, currents in both parallel wires 
flow in the same direction and a magnetic field is produced in the desired expo­
sure volume; when the DPDT switch is in the other position (BB f), currents in 
parallel wires flow in opposite directions, cancelling the magnetic field in the 
exposure volume. A blind experimental procedure is achieved i f the position of 
the switch is concealed from the person who performs the data analysis. The 
double winding can be most easily produced by employing standard two-
conductor speaker cable (52). 

A n additional advantage of using double-wound coils is that heat genera­
tion by ohmic losses in the windings is the same for both exposed and sham set­
ups. However, the double-wound coils do not ensure the same kind of vibra­
tional excitation, i f it is significant or measurable, of both exposed and sham 
cultures. With currents flowing in different directions through adjacent wires, 
different vibrational modes can be set up by the attractive or repulsive forces 
between wires. Particularly when large fields and correspondingly large currents 
and forces are involved, it is always desirable to check for vibrational (acoustic) 
excitation of sample platforms. This procedure requires microphones or acceler-
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4. POLK Bioelectromagnetic Dosimetry 

ometers that are insensitive to magnetic fields, such as, for example, the ca­
pacitive accelerometer manufactured by Analog Devices (55). 

Magnetic field amplitudes can be established either directly by field 
measurement or indirectly by measuring coil currents. Fields calculated from 
measured currents and known coil configurations should agree closely with di­
rectly measured amplitudes. Generally, employing both methods is desirable. 
For the measurement of A C magnetic fields either a calibrated induction coil, a 
Hall effect probe, or a flux-gate magnetometer can be used (54, 55). For DC 
magnetic fields either Hall effect or flux-gate instruments are suitable; however, 
at flux densities below 100 μΤ most Hall effect instruments are not very accurate 
or stable. The probes of flux-gate instruments themselves generate a small mag­
netic field in the kilohertz range and therefore should only be used for initial 
field measurements and should not be kept in operation during sample exposure. 
Some flux-gate magnetometers, even when equipped with filters so as to respond 
only to the DC field, wil l overload in the presence of a sufficiently large A C 
field. Static field measurements should therefore always be made with the A C 
field turned off. 

Survey of Radio-Frequency and Microwave Dosimetry 
Detailed discussion of radio-frequency (RF), including microwave, dosimetry is 
beyond the scope of this chapter. In any case several excellent treatments of both 
experimental and theoretical aspects of RF dosimetry are available, for example 
those by Stuchly and Stuchly (56), L i n (57), Durney et al. (55), Gandhi (59), and 
Guy (60). The following paragraphs will therefore be concerned only with the 
most fundamental aspects of RF dosimetry and will primarily emphasize the 
differences between low-frequency (particularly ELF) and RF dosimetry. 

A n electromagnetic structure, consisting of one or more current-carrying 
conductors, radiates a significant amount of energy only when its dimensions (L) 
are significant in comparison with the wavelength (λ) 

! > 0 . 1 (13) 

At 60 Hz, for example, the wavelength in free space is 5000 km, and therefore 
most man-made devices on the Earth are at most very inefficient radiators. Fur­
thermore, electric current or charge systems, even i f they change in time, store or 
circulate energy, within the electric and magnetic fields in their immediate v i ­
cinity, that is not radiated. This immediate field vicinity is the region of the 
quasi-electrostatic and induction fields. The distance d from an electrically short 
(L « λ) current-carrying conductor where the amplitudes of the radiation and 
induction fields are equal is given by 

(14) 
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74 ELECTROMAGNETIC FIELDS 
At 60 Hz this distance is 796 km. Therefore one encounters at E L F in the vicin­
ity of all kinds of devices, including transmission lines, only quasi-electrostatic 
and induction fields, not radiation. Non-ionizing radiation is an inaccurate term 
when applied to fields from E L F sources encountered on the Earth. 

At both low and high frequencies, electric fields produce currents, and 
these currents generate magnetic fields; similarly, time-varying magnetic fields 
generate electric fields. But in the quasi-electrostatic and induction fields, de­
pending upon the nature of the source and the location of the observation point, 
the relative amplitudes of electric and magnetic fields can vary widely. Electric 
fields are associated with voltages, and magnetic fields depend upon currents; 
the ratio of electric to magnetic fields is not a constant (depending upon material 
properties) as it is for a plane wave in free space. For a radiated wave this ratio, 
the wave independence in a loss-free medium, is 

z°=Vi = f <15> 
where the magnetic field H is equal to Β/μ. Thus for radiation, which becomes 
only important at sufficiently high frequencies as indicated by eqs 13 and 14 
(because / = c/λ), calculation of Ε from Η is possible, or vice versa. This rela­
tion is true at least for a plane wave i f reflected waves are not present. The 
power per unit area in an electromagnetic wave is given by the Poynting vector 

S = Ε x Η (16) 

whose instantaneous magnitude can be computed in view of eq 15 from either Ε 
or H. However, even when sources and distances are large enough in comparison 
with λ for radiation and wave propagation to be important, one must differenti­
ate between the near-field and far-field regions. Equation 15 is valid only in the 
far-field region. Depending upon the exact form of the radiating structure, the 
near field extends outward to a distance ζ given approximately by 

' - τ m 

where L is the largest dimension of the radiator. Thus part of the human body 
can still be in the near-field region of a 900-MHz cellular phone antenna whose 
maximum dimension might be 10 cm, because ζ = (0.1)2/0.333 = 0.03 m. 

At RF the reflection of waves at boundaries between electrically dissimi­
lar media becomes important, as does skin depth (δ) of electric conductors. The 
skin depth is the distance at which the penetrating part of the incident wave (i.e., 
the part that was not reflected at the boundary surface) has been attenuated by 
the factor Me. As an example, the skin depth for muscle tissue as a function of 
frequency is shown in Figure 11. The generally used dosimetry measure at RF is 
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Figure 11. Electromagnetic skin depth (δ, given in meters) in muscle tissue for a 
plane wave. (Reproduced with permission from reference 63. Copyright 1986 
CRC Press.) 

the specific absorption rate (SAR), which is defined (57) as "the time (t) deriva­
tive of incremental energy (dW) absorbed by an incremental mass (dm) con­
tained in a volume element (dv) of a given density p": 

S A R = 

where SAR is expressed in watts per kilogram. Sometimes total absorbed energy 
is of interest, particularly for short-period, pulsed exposure. This quantity is 
given as specific absorption (SA), defined as the time integral of SAR and ex­
pressed in joules per kilogram. The terms S A R and SA are applicable to both 
whole-body dosimetry and distributive dosimetry; the latter deals with individ­
ual body parts (62). The measurement of SAR and SA necessarily involves con­
sideration of source characteristics (such as field distribution in a wave guide, 
and wave polarization), body or body-part orientation, reflection at boundary 
surfaces, and wave penetration. Information on such measurements and related 
computations is contained in references 56-62. 
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Issues Relating to Causality 
of Bioelectromagnetic Effects 

James C. Weaver1 and R. Dean Astumian2 

1Harvard-MIT Division of Health Sciences and Technology, Massachusetts 
Institute of Technology, Cambridge, MA 02139 
2Departments of Surgery and of Biochemistry and Molecular Biology, 
University of Chicago, Chicago, IL 60637 

Significant controversy exists about whether environmental electro­
magnetic fields (EMFs) can cause effects in biological systems. EMF 
interactions have essentially no biochemical specificity, so that com­
peting changes associated with both biological phenomena and in­
trinsic fluctuations (noise) are extremely important. Only if this com­
petition is successful can effects be attributed to environmental 
fields. One general approach to assessing causality is based on esti­
mates of a generalized signal-to-noise ratio (S/N). Such estimates 
have usually considered physical criteria in which the signal is the 
energy change associated with the environmental field, the back­
ground is the energy change due to biologically generated fields, and 
noise consists of energy fluctuations. More recently the S/N ap­
proach has been extended by considering a more biological crite­
rion: changes in the number of molecules in a biochemical pathway. 
Such criteria can be used to estimate approximate threshold condi­
tions for expecting bioelectromagnetic effects and to identify candi­
date target tissues. 

Nature of Reported Effects 

Many different types of bioelectromagnetic effect studies have been reported, 
using both in vitro and in vivo conditions. Overall, these experiments are com­
plex, in that the biological, chemical, and physical state of the system needs to 

0065-2393/95/0250-0079$12.00/0 
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80 ELECTROMAGNETIC FIELDS 
be carefully controlled to determine i f changes are actually due to electric and 
magnetic field exposures. Often the changes measured with respect to controls 
are relatively small (e.g., less than 50%). Moreover, the inferred field strengths 
at the cell and tissue level are often regarded as small. For this general reason, 
considerable skepticism exists about whether these effects are real. The com­
plexity and controversial nature of much of bioelectromagnetic research are rec­
ognized, as can be seen in the review literature (1—10). 

Seeking the Most Sensitive Biophysical Mechanism 

Our general approach is to attempt to construct the most sensitive possible theo­
retical models that could represent the "primary target" of a biological system 
and to then incorporate all of the realistic influences with which electromagnetic 
fields (EMFs) must compete (11-17). By primary target we mean that part (or 
parts) of a biological system that interacts with electric or magnetic fields to 
produce a molecular change that is then amplified by one or more biochemical 
cascades so that a biological effect results. Any cascade is most sensitive to 
changes at its "input", that is, a site at which an external influence causes a mo­
lecular change. The downstream stages in a cascade may also be subject to an 
external influence, but the additional contribution to an effect at these sites 
should be much smaller. Thus, we consider primary targets that on physical 
grounds are likely to be preferential sites for EMFs to cause an initial molecular 
change that can be cascade-amplified. In this sense we focus on the biophysical 
mechanism, rather than on the biological mechanism that relates to the specific 
sequence of molecular events that are downstream in the cascade and that are 
involved in the ultimate, observed change in some constituent (e.g., intracellular 
C a 2 + level, radioactive thymidine incorporation, or ornithine decarboxylase ac­
tivity) in a biological system. 

Explicit inclusion of confounding influences within the biophysical model 
is also essential. Specificity is a critical concept in biology, as evidenced by the 
key role of specific enzyme catalysis in biochemical activity. Yet electric and 
magnetic fields are biochemically nonspecific. Essentially all biological mole­
cules have some charge and are polarizable and wil l therefore experience an 
interaction with the local electric field. As is already well-established in bioelec­
tromagnetics research, this property means that biological structures that concen­
trate the electric field are the most studied candidate interaction sites. Specifi­
cally, the cell membrane is widely viewed as the most likely site of interaction. 
In addition, however, nonmembrane macromolecules with significant charge 
(e.g., DNA) can be considered. In contrast, relatively few biological materials 
have distinguishing magnetic properties; a number of biological molecules have 
significant magnetic properties (e.g., ferritin), but biologically synthesized mag­
netite, which is present in the form of magnetosomes (bilayer membrane-
enclosed magnetite; Fe304), stands out as having the largest magnetic moments 
by far. Thus, our approach is to consider cell membranes, highly charged mac-
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romolecules, and biological magnetite as the starting point for the construction 
of theoretical models. 

We also attempt to systematically include competing influences because 
the nonspecificity of extremely low frequency (ELF) fields warns us that any 
other source of changes of the same type of molecule is real competition. As 
discussed briefly herein, this competition has led to theoretical models based on 
signal-to-noise ratio (S/N) criteria. This approach corresponds to regarding the 
biological system as perfectly analogous to a measurement system: observing a 
biological effect is equivalent to E M F detection by the biological system. This 
approach leads naturally to the view that specificity, noise, background, interfer­
ence, and modulating influences should all be considered in seeking to under­
stand the conditions that result in biological effects due to EMFs. 

Changes Due to External Electric and Magnetic Fields 
As Signals 
Measurements are fundamental to empirical science, as they provide the quanti­
tative information regarding nature that allows hypotheses (theoretical models) 
to be tested. Briefly, measurement is a quantitative mapping of an experimental 
outcome into one of a series of "bins" (Figure 1). For example, i f a parameter is 
measured with a resolution of 1%, this value means that the output is assigned to 
a particular single bin of 100 bins. If 0.1% resolution is obtained, 1000 bins are 
involved. In this view, the measurement resolution is described by the number of 
bins in some parameter space. Fluctuations [noise (N)] that blur the outcome 

1 1 1 1 1 tel 1 1 

— I I I X X l 1 1 I 1 I 

xxxxxxxxxxxxxxxxl 
Undetected Detected 

Figure 1: Schematic illustration of the measurement process, in which an ex­
perimental outcome parameter, X, is assigned to a single, particular "bin ". Here 
a bin is a range of X values that cannot be distinguished (cannot be resolved). 
Three illustrations are given. Top: a low-resolution measurement in which X is 
assigned to bin 3 out of 10 bins, which illustrates a measurement with 1/10 
(10%) resolution. Center: a higher-resolution measurement in which X is as­
signed to bin 42 out of 100 bins, representing a 1/100 (1%) resolution. Bottom: 
the coarsest possible measurement, in which X is assigned to bin 2 out of two 
bins. This minimal measurement is regarded here as equivalent to detection, with 
the left bin corresponding to "undetected" and the right bin to "detected". In 
this context, the measurement threshold separates these two bins, for which a 
S/fô+N) criterion can be sought ps an estimate. 
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82 ELECTROMAGNETIC FIELDS 
cause spreading over more bins and therefore reduce measurement resolution. 
Similarly, competing events that alter the outcome [background (B)] also spread 
the outcome values. Thus, measurement precision is fundamentally related to 
how many bins can be distinguished in the assignment of experimental out­
comes. Measurement accuracy is a broader issue. A n accurate measurement has 
both small systematic errors and high precision (resolution). 

In this sense, "detection" is defined as the coarsest possible measurement, 
namely, the assignment of the experimental outcome to one of only two bins 
("detected" or "not detected"). The analogy with bioelectromagnetic effects is 
that an effect is (or is not) truly caused by the external field. That is, a true bioe­
lectromagnetic response is analogous to detection. For this reason, constraints on 
causality can be estimated by considering physical aspects of the interaction of a 
field with a portion of the biological system. To date, most electric field thresh­
old estimates have focused on fundamental thermal fluctuations and field inter­
actions with the cell membrane, with particular attention to interaction candi­
dates that involve the transmembrane voltage (11-14, 18-20). Others have 
considered extracellular electric field interaction candidates (1, 21-23) or mag­
netic field interactions that involve strongly magnetic material, particularly 
magnetite (19, 24-29), or magnetically directed radical production (30-32). The 
so-called ion resonance phenomena have been strongly criticized from the ther­
mal noise viewpoint (33, 34), as there appears to be no way to treat the ubiqui­
tous molecular collisions and still preserve "resonance". More recently, the 
EMF-induced change in molecular number, (AH)EMF, has begun to be considered 
as the basis of a more biological S/N criterion for detection (16). 

Generalized S/N Approach 

Physical Basis. Here a view is adopted that makes an analogy with 
experimental measurement (Table I) (11-14). Essentially all measurements have 
a physical basis that allows assignment of an experimental outcome to one of a 
number of bins. A generally accepted but approximate criterion for determining 

Table I. Measurement Analog; for Bioelectromagnetic Interactions 
Quantity Symbol Significance 
Signal S Environmentally generated change 
Background Β Biologically generated change 
Interference I Non-EMF competition 
Noise Ν Change due to fundamental fluctua­

tions 
NOTE: The change associated with an interaction site is the basis for comparison of these 
three possible sources. An estimate based on a generalized signal-to-(background + noise) 
ratio, S/(B+I+N), can then be sought. EMF is electromagnetic field. 
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i f a signal (S) is detectable is based on comparing the energy of the signal plus 
confounding energy changes to the energy change of the background and noise 
taken separately. A key ingredient in this approach is identifying the appropriate 
interaction energy, which usually means finding a portion of the biological sys­
tem (e.g., the cell membrane) that (1) plausibly experiences energy changes due 
to field changes and (2) couples to biochemical processes. Only then can a bio­
logical system be altered. 

This approach assumes that the background fields and the appropriate 
noise can be estimated, so that a corresponding energy change can be deter­
mined. First, both the background and noise are formulated in terms of the same 
parameter (e.g., equivalent electric field within the cell membrane, Em). Then the 
associated background and noise powers are computed and time-integrated to 
obtain the energy. The background and noise wil l usually have different power 
spectra, as background is associated with biological processes such as neural 
activity, cardiac electric behavior, and electrokinetic phenomena associated with 
moving tissue and body fluids. For this reason, the power as a function of fre­
quency should be separately sought for background and noise. 

Interactions may occur predominantly within a narrow frequency band, 
Af Thus, i f the interaction mechanism responds mainly within Af, then only the 
contributions between frequencies / and / + Af are included. By estimating the 
energy of the "signal + background + noise" and comparing it to the energy of 
the "background + noise" alone, a quantitative criterion for detection is obtained. 
Typically this comparison is done by calculating a ratio of signal to (background 
+ noise), designated S/(B+N). However, for an unambiguous response, S/(B+N) 
might, for example, be 1, 2, or 10. This latitude emphasizes that a S/(B+N) ap­
proach provides only an estimate, not a rigorously sharp threshold. In short, the 
idea is that the condition, S/(B+N) > 1, plausibly estimates that a true response 
could occur. 

A n illustration of the general approach has been previously described (11-
14, 19, 20) that used the change in the membrane field energy associated with 
transmembrane voltage changes, Δψ. When a transmembrane voltage-
responding interaction such as channel gating is considered, the entire membrane 
is involved, so the quantity to consider is the electric field energy, Wm9 within 
the entire membrane 

where dVm is an incremental membrane volume, s m is the permittivity of the 
membrane, and the integral is over the total membrane volume. 

The signal is the change in the membrane field energy, AWm, which is 
caused by a change, AEe9 in the external field, Et. For simplicity, the cell mem­
brane is represented by an inert membrane with zero time-average transmem­
brane voltage. In this case, the change in the membrane field energy caused by 
the external electric field is 

(1) 
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84 ELECTROMAGNETIC FIELDS 
à Wm « i e m j ( 4 £ m , s ) 2 d V m where 4 £ m , s = f(àEe) (2) 

where A £ m > s is the change in membrane electric field associated with the exter­
nal field. The function f(A2se) is introduced to describe how the membrane field 
changes at different sites over the membrane as the external field changes. For 
example, for a spherical membrane with radius r c eu and membrane thickness d, 
AEm = (l.5rcei\AEecosQ)/d, where θ is the angle between the applied field and 
the site of interest on the membrane. For simplicity, previous estimates have 
used the maximum value of this change, AEmttnSiX = l.5rce\\AEJd. Although the 
particular cell geometry controls the detailed response that gives ψ(/) at different 
locations on the membrane, the change in transmembrane voltage is generally 
proportional to the electric field, 2se, within the aqueous extracellular medium. 
Importantly, Et is the applied electric field within the aqueous medium external 
to a cell and is not an air field. 

For in vivo conditions, the biologically generated background fields 
should also be considered. Although in general not yet understood quantita­
tively, such background fields could presumably be determined eventually; they 
could then be characterized by EQfB at the same site for which Ec is specified. 
This characterization means that the associated energy change created within the 
membrane can be estimated by using eq 2 with A Z S ^ B substituted for AE^s- The 
dependence on frequency / gives the power spectrum of the background field. 
Moreover, fundamental noise results in randomly fluctuating changes in the 
membrane field energy, and this phenomenon is described consistently by again 
using the corresponding transmembrane noise field, ΔΕ^, in eq 2 to estimate 
the corresponding fluctuating energy changes within the membrane. 

The external field change, AEe, that is required to cause an effect can be 
estimated by considering the contributions of both AEe and the confounding field 
changes, A E m > B + A £ m , N (background + noise contributions), to the total energy 
change. One way of making the comparison is through the ratio 

iS,t B t n N ) - ( ^ e r g y ) ? B + N - ^ f w S + B + N * 2 (for detection) (3) (Β + N) ( E n e r g y ) B + N 4 W m , B + N 

Thus, for example, A W ^ S + B + N is the change in membrane field energy for the 
superposed equivalent signal, background, and noise fields. Equation 3 is 
equivalent to requiring the signal-to-(background + noise) ratio to exceed 1 for 
detection. That is, i f S/(B+N) > 1, detection is expected. However, this approach 
does not yield a sharp threshold for causality, only an estimate. 

Molecular Basis. A much more biological approach is based on the 
assertion that fields do not change biological systems, but rather molecules do. 
This assertion must be true because the biological effects of interest persist be­
yond the time of field exposure. To estimate thresholds a quantitative criterion 
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5. WEAVER AND ASTUMIAN Causality of Bioelectromagnetic Effects 85 

based on molecular changes is needed. Our approach (16, 17) assumes that i f a 
biological effect is to be interpreted as resulting from an E M F exposure, then an 
EMF-induced molecular change must be comparable to changes due to other, 
competing influences. With this in mind we focus our attention on the change in 
the number of accumulated molecules in a biochemical pathway. Rates them­
selves could be considered, but molecular (or ionic) rates are subject to greater 
fluctuations than the cumulative number of molecules or ions. Thus, emphasiz­
ing molecular accumulation should lead to the most electrically sensitive possi­
bilities, that is, the smallest thresholds. 

The "granularity" of molecular and ionic systems is critical to understand­
ing fundamental limits for molecular changes. Biochemical reaction rates and 
transport are stochastic at the molecular level, and Poisson statistics governs 
their fluctuations. These fundamental fluctuations are not readily apparent for 
two reasons. First, macroscopic systems such as common laboratory solutions 
and cell suspensions contain a large number of molecules. Second, biochemical 
assays involve long times (seconds or longer) compared to molecular collision 
times («10~ 1 2 s). Fluctuations at the molecular level are therefore usually not 
apparent. 

Nevertheless, fundamental random fluctuations in molecular numbers (n) 
provide an inescapable limit for the changes that can be regarded as causal. 
Specifically, Poisson statistics applied to molecular processes leads to the 
familiar error: (An) s h ot = Vn ("shot noise"). Generally, i f a biochemical reaction 
or transport process is characterized by its average net rate, / , this average 
can be regarded as due to the difference of a forward rate, Λ , and backward 
rate, J-. In this case, the random fluctuation in molecular number for an ex­
posure time texp is (An) s h o t = J(J+-JJtexp « J2Jtexp . To be regarded as the 
cause of a biological effect, an EMF-induced change must at least be comparable 
to τβΐζ^. Otherwise the "effect" could not be distinguished from changes that 
occur randomly, that is, without an external cause. This constraint on causality is 
equivalent to a S/N criterion in which the signal is the field-induced molecular 
change, (An) E MF» and the noise is (An) s h ot. Of course, still larger molecular 
changes may well be needed to have biological significance; this problem is 
more difficult and to our knowledge has not been thoroughly addressed, even in 
chemical toxicology, in which similar issues of potential human health hazards 
are routinely considered. 

Background in this case consists of naturally occurring fluctuations in en­
dogenous levels of the specific molecules. These fluctuations immediately point 
to a major difficulty: i f an E M F alteration in molecular number is to be regarded 
as causal, then we need to know the frequency of occurrence of naturally occur­
ring changes. Sometimes their frequency is known (or can be observed, e.g., 
normal C a 2 + fluctuations or oscillations), but i f a relatively distant downstream 
event is what is actually measured, then the level of background must be in­
ferred. In either case a first approach can be sensibly based on using fundamental 
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86 ELECTROMAGNETIC FIELDS 
random fluctuations in molecular number (shot noise). If this approach leads 
logically to a predicted threshold that is much higher than found experimentally, 
then this candidate mechanism must be eliminated as a possible explanation of 
the biological effect. 

Interference (I) is the change in molecular number due to non-EMF influ­
ences and is another source of competition. It is considered in analogy with in­
terference in measurements and is critically important i f an interaction is not 
biochemically specific. This source of competition is widely appreciated in bio­
chemical measurement science. For example, specific ion electrodes generally 
produce significant responses for many ions other than the one for which a re­
sponse is intended. With biological effects due to EMFs, mechanical pertur­
bations of cells and tissues can result in molecular changes, and the change in 
molecular number due to this general, non-EMF influence is a very relevant ex­
ample of interference (1 7). 

Implications for Design of In Vitro Experiments. One general­
ized S/N approach is based on physical criteria and incorporates biologically 
generated background electric fields (13). This S/(B+N) approach also suggests 
how exposures might be provided in experiments. Noise is fundamental, so for 
this reason in vitro cell culture involves noise. Thus, fundamental membrane 
noise (thermal noise, l/f noise, shot noise-associated ion transport, and channel 
noise) (18, 35-37) is expected. Fundamental noise, however, is primarily asso­
ciated with microscopic systems (e.g., the volume of the cell membrane). Mac­
roscopic imposition of a spatially coherent electric field with random time varia­
tion is not equivalent true noise, as noise fluctuations are uncorrelated between 
individual (noncontacting) cells in a culture. 

However, in vitro studies generally do not attempt to simulate biological 
background fields. Presumably this absence is partly due to our quantitative ig­
norance of the total fields associated with time-varying biopotentials and elec-
trokinetic phenomena associated with moving fluids and tissues. Background 
fields should be predominantly electric fields, as magnetic fields induced by 
electric currents of biological origin are extremely small, and those associated 
with magnetite should be highly localized, that is, within a few micrometers of 
magnetosomes (24-26). Nevertheless, the naturally occurring fields comprise an 
inescapable source of energy changes that should compete with any changes 
caused by external fields. 

As suggested previously (13), the design of in vitro experiments can in­
clude the simulation of background fields, once they have been fully determined 
for in vivo conditions. For background electric fields associated with distant 
sources, a recorded background field could be superposed upon the applied ex­
ternal field whose effect is to be studied. If, however, the background source is 
nearby under in vivo conditions, then the spatial gradients of the background 
field may be important, and they could be simulated by a partial reconstruction 
of the in vivo anatomy. A systematic addition of simulated background fields to 
in vitro cell culture exposures could thus be sought. A progressive study begin-
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5. WEAVER AND ASTUMIAN Causality of Bioelectromagnetic Effects 87 

ning with conventional in vitro cell culture conditions (noise only) could pro­
ceed to systematically add simulated (recorded) background fields (background 
+ noise). This simulation would in principle provide a systematic approach to 
investigating the causal thresholds for bioelectromagnetic effects due to external 
fields. The first steps have already been taken in studies (38-40) in which spa­
tially coherent but temporally random electric fields were imposed during in 
vitro conditions, and the extinction of effects was then observed. 

Combined Chemical and Field Exposures: An Expanded 
Hypothesis 

The main thrust of established bioelectromagnetic research considers biological 
systems that are exposed to various electric and magnetic fields but generally 
does not explicitly consider the much more complex possibility that the biologi­
cal system has also been exposed to foreign molecules. Clearly, increased com­
plexity without compelling motivations should be avoided in hypothesis genera­
tion. Moreover, a hypothesis should not be taken seriously unless it is testable. 
As outlined in this section, the question of causality provides one such motiva­
tion, whereas the potential association of rare human disease with environmental 
fields provides another. Moreover, a specific version of this very general hy­
pothesis also appears to be testable. 

The most general form of the hypothesis is that combined chemical and 
field exposures might together alter biological systems. If so, one implication is 
that the energy needed to cause biological changes, for example, alteration of 
D N A , need not come entirely from electric or magnetic field energy. Instead, 
changes in chemical free energy can in principle contribute. A much more spe­
cific subhypothesis that makes this viewpoint clear is briefly presented now, 
along with its motivations (41). 

Field-Stimulated Uptake. This specific subhypothesis assumes that 
transient magnetic fields cause stimulated uptake of otherwise cell-membrane-
impermeant molecules because of magnetite-mediated pore creation (17), and 
these normally excluded foreign molecules interact with intracellular molecules 
(e.g., D N A ) to cause alteration of the cell. Why should this hypothesis be con­
sidered? Two reasons are that at present this hypothesis is qualitatively consis­
tent with what is associated with possible human health hazards, and it also may 
be able to satisfy conditions of causality. 

The concern about, and study of, human exposure to toxic chemicals is 
well-established. It has an established scientific basis and is the focus of consid­
erable research and regulatory activity. Here the expanded general hypothesis is 
that the toxic effects of some environmental chemicals are enhanced because of 
simultaneous or subsequent exposure to electric and magnetic fields. Although a 
direct field modulation of local chemical reaction rates could be considered, a 
much larger effect is likely i f fields act so as to provide access of foreign chemi­
cals to intracellular reaction sites. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

5

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



88 ELECTROMAGNETIC FIELDS 
The underlying hypothesis for most bioelectromagnetic research is that di­

rect interaction of fields with normal biological systems is capable of causing 
effects, some of which are deleterious. But a persistent difficulty is that the in­
teraction mechanisms and associated threshold conditions are not well estab­
lished for weak field conditions. Moreover, much of the research has been di­
rected (/, 2, 4, 8) to steady power-distribution conditions (50- and 60-Hz 
sinusoidal fields). 

Motivations. Nonsteady environmental fields include occasionally en­
countered local sources (e.g., domestic appliances and industrial equipment) and 
power-distribution transients, but such fields have not received much attention. 
The specific hypothesis considered here is that transient electric and magnetic 
fields may occasionally be large enough to satisfy a generalized S/N condition 
and also to cause uptake of foreign molecules that are present because of a pre­
vious chemical exposure. These foreign molecules may not be the usual toxic 
molecules, as most recognized toxic molecules are lipophilic and therefore pas­
sively cross the cell membrane. Instead, water-soluble molecules, particularly 
charged molecules, may be involved. The stimulated uptake hypothesis is 
therefore motivated by the following considerations. 

1. Alteration of a very small subpopulation of cells, iVmin, can have signifi­
cant biological consequences (see next section). With mutations, altera­
tion of only one cell can be significant. Chemical-induced mutations are 
well-known: their required energy originates from chemical free energy. 
Thus, i f a transient magnetic field can cause molecular uptake of an ex­
ternal mutagen, then a significant biological effect is achieved, but the 
energy involved in mutation comes mainly from chemical free energy, 
not field energy. 

2. Residential magnetic field transients of many different types have been 
found recently (42, 43), some of which have relatively large magnetic 
fields (B) and/or time rates of change (àBlàt). Still larger values may oc­
cur, but far less often, and could cause uptake even i f they are rare. 

3. Rare human diseases are considered in epidemiological studies that in­
volve environmental electric and magnetic fields (2, 4, 6, 7). A require­
ment that both a prior chemical exposure and a magnetic field exposure 
occur wil l decrease the frequency of occurrence of any effects, with only 
chemically exposed individuals susceptible. 

4. Rare but large transients could exceed endogenous fields (fundamental 
noise plus biologically generated fields) (13, 44, 45) within the human 
body and thereby overcome a fundamental objection that endogenous 
fields are usually believed to be much larger than those caused by envi­
ronmental fields. However, a more severe constraint appears to originate 
in "mechanical interference", which is the normally occurring uptake 
into the cells of some tissues because of normal tissue strain. Considéra-
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5. WEAVER AND ASTUMIAN Causality of Bioelectromagnetic Effects 89 

tion of this form of competition has led to the hypothesis that mechani­
cally protected tissue surrounded by bone (bone marrow or brain tissue) 
should therefore be further considered (17). 

5. As suggested in the following paragraph, transient magnetic fields may 
cause stimulated uptake by cells. Candidate processes are magnetite-
mediated pore creation, "rare electroporation" or alteration of metaboli-
cally driven transport pathways. Present understanding of field-
stimulated uptake does not extend to conditions involving multiple expo­
sures (pulses) with weaker field strengths and has also not quantitatively 
considered the role of mechanical stress at the cell membrane level, even 
though purely mechanical stresses operating alone have been reported to 
cause uptake of large foreign molecules. Thus, stimulated uptake by a 
small cell subpopulation cannot yet be ruled in or out. 

Some qualitative expectations can be stated. Transient magnetic fields (1) 
could interact with magnetic material, particularly biological magnetite (26, 27), 
and result in direct magnetic field effects, and (2) could induce electric fields and 
cause altered transmembrane voltages. In direct magnetic field interactions for 
very large B, large rotational displacements of magnetite may cause membrane 
openings due to mechanical perturbation of cell membranes (17). This process 
would represent an extension of normally occurring mechanically stimulated 
uptake (46, 47). In indirect magnetic field interactions, two known possibilities 
for electric-field-stimulated uptake of impermeant molecules are (1) electropo­
ration and (2) modulation of active cell membrane transport processes. In the 
first case, infrequent electroporation may occur given the stochastic nature of 
pore formation and, more importantly, the possibility that reduced pore forma­
tion energy may occur in association with phospholipid-protein boundaries. In 
the second case, cells are known to use chemical energy to carry out active 
transport across cell membranes, and this observation has led to development of 
theories for electroconformational coupling (48-51), a general process involving 
membrane enzymes that results in transmembrane voltage modulation of trans­
port across cell membranes. The magnetite-mediated pore creation hypothesis 
now appears the more likely for causing potentially significant uptake into the 
cytoplasm of cells in the presence of competing influences (17). 

Significance of Extremely Small Cell Alteration Probabilities and Rates. 
Two order of magnitude estimates that are now reviewed serve to illustrate the 
possibility that extremely small cell alteration probabilities and rates are consis­
tent with the stimulated uptake hypothesis. These estimates assume that a sub-
population of JVmin cells is chemically altered by uptake of an unspecified num­
ber of foreign molecules. The hypothesis is based partially on the established 
fact that chemical alteration of a small number of cells can result in alteration of 
a much larger biological system such as the human body. In principle, even al­
teration of one cell (N^ =1) because of uptake of foreign molecules could be 
significant. Following a previous presentation (41), the rate of occurrence of cell 
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90 ELECTROMAGNETIC FIELDS 
alteration is written simply as 

Va = VtiVcelli'cell (4) 

where v a is the rate of altered cells; v t is the rate of transients, here assumed 
identical; Ncen is the number of cells in the biological system; and P c e i i is the 
probability of alteration of a single cell by a transient. If some minimum number 
of cells, Njtàn, is altered, then an effect on the entire biological system is pre­
sumed to follow. 

As a first illustration (41), we estimate the rate of uptake events due to 
whole-body magnetic field transients that causes alteration of approximately one 
million cells (Ν^ « 106) per year (exposure time texp « 3 χ 107 s) within the hu­
man body («10 1 4 cells). For this level of cell alteration to occur, the necessary 
product of v t and P c e n is 

V t F c e U " i W e x p (1014)(3 x 107 s) 3 X 1 ϋ 

whole-body transients per second (5) 

For this reason, the rate of effective transients could be very small and yet sig­
nificant. 

In a similar illustration (41) we consider the case of a highly localized 
transient source, such as a dimmer switch, which produces transients at the 
power-frequency rate (60 Hz in the United States and 50 Hz in Europe). Specifi­
cally, we assume that a 1-mL tissue volume is exposed, that is, iVceii « 109 cells. 
We also use a plausible exposure time on the order of 100 s/day, so that the 
number of transients in 1 year is Nt = (365)(100 s)(60 transients per second) = 2 
χ 106 transients. This result means that i f again i V m i n = 106, a 0.1% subpopulation 
in this localized volume is altered, and the required probability of cell alteration 
per transient need be only 

cell — 
Nmin Nmin ^ 10 β- ς ν ϊ(\-10 

JVcellVt/exp " NceuM ~ (109)(2 Χ 106) 
« 5 x 1 0 - 1 0 (6) 

mm In these order of magnitude estimates, clearly the parameters v t, Pcc\\, and Nt 

are important. Most of our ignorance is contained in these parameters, particu­
larly v t and PCeii. Physical monitoring and surveys of field transients should de­
termine the spectrum of environmental transients (42, 43, 52), which here is rep­
resented by only a simple mean rate, v t. The parameter P c e u is expected to be 
much more complex, as it should depend on the transient magnitude and time 
dependence, the cell type and biological state, and the type and concentration of 
foreign molecule. In vitro studies should be capable of elucidating P c e u for varied 
conditions, particularly the transient characteristics. 

With this in mind, extremely small cell participation probabilities or rates 
(fraction of cells affected per time) could arguably be of potential significance. 
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5. WEAVER AND ASTUMIAN Causality of Bioelectromagnetic Effects 91 

Such estimates illustrate the unexplored hypothesis that field-stimulated rare 
uptake events might be significant for complex biological systems with a large 
number of cells, for example, the human body. To date, however, essentially no 
investigation has been carried out for electroporation or other field-stimulated 
uptake processes that involve multiple pulses, reduced field amplitudes, and very 
small subpopulations (41). 

Candidate Interaction Mechanisms 
For both pure exposures (field + biological system) and combined exposures 
(chemical + field + biological system), both electric and magnetic field interac­
tions should be considered. However, with the possible exception of some envi­
ronmental transients, air electric fields probably result in tissue electric fields 
that are too small to be taken seriously. In contrast, low-frequency magnetic 
fields penetrate the body with negligible attenuation, and therefore both direct 
magnetic field effects (Table II) and induced electric field effects (Table III) are 

Table II. Direct Magnetic Field Interaction Candidates 
Type of Interaction Significant Feature Ref 
Radical reaction modulation Immune to thermal fluctuations 30-32 
Magnetosome rotation Membrane gating or membrane pore 17,26 

creation 
Magnetosome lateral displacement Membrane puncture; requires strong 41 

fields 

Table ΙΠ. Electric Field Interaction Candidates 
Type of Interaction Significant Feature Ref 
Gated channels Ubiquitous, transmembrane voltage 57 

controlled 
Membrane enzyme changes Coupling to membrane macromole- 58 

cules 
Lipid-domain membrane Suggested alternative to transient 59 

fluctuations pores 
Free volume fluctuations Membrane transport of nonpolar 60 

species 
Transient hydrophilic pores Stimulated uptake of foreign mole­ 41 

cules 
Membrane macromolecule Candidate signaling change mecha­

protrusion changes nism 
Extracellular current-charge inter­ Cell density dependent 21 

actions 
Soluble molecule-electric field in­ Independent of cells 61 

teractions 
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92 ELECTROMAGNETIC FIELDS 
candidates. These interaction possibilities are not discussed further here, as they 
are treated in the original literature. The main point for the present discussion is 
that, as illustrated in this section and discussed in the literature, models of inter­
action mechanism can be combined with background and noise to estimate 
causal thresholds. 

Estimates of Thresholds. Physical Basis. Application of the 
S/(B+N) > 1 criterion for zero background and only thermal noise has provided 
simple estimates of minimum electric fields, JEe,mim to which a cell should re­
spond (11). This estimate can be accomplished by using eq 3 written in terms of 
changes in the transmembrane voltage, Δψ, and setting AWS « 6fTN, the fluctua­
tion in energy. For the broad-band case this approach is equivalent to using the 
equipartition theorem with the capacitance ( Q of the membrane (14), that is 

\kT = \c(EW (7) 

where k is the Boltzmann constant, Τ is the absolute temperature, δψ is the 
transmembrane voltage fluctuation, and the bar denotes a time average. Equation 
7 led to a broad-band estimate for the minimum electric field for a response by a 
spherical cell 

£ e m i n « W W = 2 / kTd Ψ2 J__ 
e.min ^ceU 3 \7Γ€Ο#ΙΪΙ/ *"cell2 

where ε 0 is the permittivity of a vacuum and Km is the membrane dielectric con­
stant. This approach can be applied to other cell shapes (e.g., elongated cells) 
and can be extended by considering mechanisms that lead to limited frequency 
bands (Af) of response and the possibility of signal averaging by the accumula­
tion of transported molecules via the mechanism of electroconformational cou­
pling (12) (see next section). 

Molecular Basis. A careful detailed treatment (16) of cellular accumu­
lation of molecules through a rectification process yielded a very surprising re­
sult: Contrary to our strong expectations, this signal-averaging process did not 
yield thresholds below the thermal noise limit (12) that had earlier been obtained 
using purely physical criteria (EMF-induced changes and thermal noise in the 
transmembrane voltage). We believe that this molecular criterion is correct and 
more appropriate for a biological system. Not only are fundamental fluctuations 
involved, but the granularity of molecular processes and the limited rates at 
which real biochemical processes can proceed conspire to limit the rate at which 
significant changes in molecular number can accumulate. The effect of a very 
small field can thus become apparent after an extremely long exposure time, far 
too long to be relevant to environmental field exposures (16). 
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93 

The specific but very general prediction of the rectification model has 
been carried out for the important case of biochemical reactions that depend 
linearly on reactant concentrations. The primary effect is altered molecular ac­
cumulation, (AW)EMF- For a spherical cell of radius r c en, this molecular change 
signal (S) is (16) 

e-W/D 

( 4 / l ) E M F = Jtexp 5 5 5 A'/celLmax (Z^rms^cell)2 *exp (9) 

with JCeii,max « 10 1 2 s"1 (obtained by assuming a diffusion-limited flux to the cell 
surface), the largest possible basal activity, and i / 0 « 8£F, an activation barrier 
for realistic biochemical rates. Here, A ' = 0 to 0.025 is a constant, and E^ is the 
root-mean-square electric field at the threshold exposure. Random ("white") 
noise is assumed, for which the spectral density is D = kT for thermal noise and 
D > kT for more realistic excess noise (36). The corresponding individual cell 
electric field threshold is 

j)eWI2D 

α-Ί cell,min ' ' "~~ - (A7 C eU,max)- 1 / 4 (^exp)" 1 / 4 0<>) 

For thermal noise, a large cell radius r c en = 100 μπι, a membrane protein dis­
placement charge of ζ = 10, and an exposure time /eXp = 10 h, the threshold is 
E\ ceii,min « 10~3 V/cm. If optimal stochastic resonance is involved (53), then D = 
UQ/29 and only about 20 min is needed to achieve the same threshold field (16). 
Achievement of lower individual cell thresholds is greatly constrained by realis­
tic values of (1) basal reaction and transport rates («/ c e i i ,max)» (2) the displacement 
charge (z), and (3) activation barriers (U0 = %kT) because the implicit very large 
barriers that lead to the suggestion of large improvements in S/N by stochastic 
resonance (54) lead to very low rates and correspondingly large shot noise. The 
possibility of molecular accumulation for a longer time is also unrealistic be­
cause of the weak dependence on exposure time, 4 x p~ 1 / 4 , and this dependence 
leads to impossibly long times. For example, to achieve a threshold of a few 
microvolts per centimeter one must wait on the order of 10 3 2 s, which is longer 
than the present lifetime of the universe. A more realistic possibility involves the 
involvement of many electrically connected cells, particularly those that are or­
ganized to form anatomical structures that concentrate electric fields (14, 55, 
56). 

Summary 

Causality is considered by reviewing an analogy between classical measurement 
science and electric and magnetic field interactions with biological systems. This 
approach leads to the ratio S/(B+N) as a basis for estimating threshold exposure 
conditions that should separate causal from noncausal cases. A n expanded hy-
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94 ELECTROMAGNETIC FIELDS 
pothesis for bioelectromagnetic effects invokes combined chemical and field 
exposures, with a more specific subhypothesis that considers the possible role of 
environmental magnetic field transients in causing uptake of foreign molecules 
into a small but biologically significant subpopulation. 
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Comparison of Endogenous Currents 
in and Around Cells with Those Induced 
by Exogenous Extremely Low Frequency 
Magnetic Fields 

Howard Wachtel 

Department of Electrical and Computer Engineering, University 
of Colorado, Boulder, CO 80309-0425 

Several epidemiological studies have led to the suggestion that 60­
-Hz magnetic fields having flux densities of 1 μΤ or less could have 
adverse effects on human health. In this chapter I explore the ques­
tion of whether currents induced by such magnetic fields are likely to 
be of consequence in comparison to ambient bioelectric fields in the 
human body. This comparison is accomplished in terms of extremely 
low frequency current densities at three levels of biological interest: 
(1) bulk tissue currents, (2) transcellular currents, and (3) extracellu­
lar (or pericellular) currents around cell surfaces. At all three levels, 
current densities likely to be induced by exposure to vertical 60-Hz, 
1-μΤ magnetic fields are found to be much smaller than currents 
from biological background sources (such as active nerve and mus­
cle). This conclusion still applies when only endogenous current 
components in the bandwidth near 60 Hz are taken into considera­
tion. 

EXPOSURE TO 60-Hz MAGNETIC FIELDS having a flux density (B) on the order 
of 0.1-1 μΤ (1-10 mG) could have dire consequences on human health, 

such as an increase in the occurrence of childhood cancers, according to some 
epidemiological studies (1-4). These studies have relied mainly on "surrogate 
indicators" of magnetic field strength (such as distribution-line wire configura-

0065-2393/95/0250-O099$12.00/0 
©1995 American Chemical Society 
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100 ELECTROMAGNETIC FIELDS 
tions), and thus the statistical associations reported may not be intrinsically 
linked to magnetic fields. Nevertheless, these epidemiological studies have led to 
the notion that these commonly found 60-Hz magnetic field exposure levels 
constitute a type of threshold for producing deleterious bioeffects. 

Can exposure to a 10-mG, 60-Hz magnetic field plausibly produce mean­
ingful changes in human physiology (i.e., changes leading to health effects)? 
One approach to exploring this question is to compare the strength of these fields 
to those of ambient bioelectric fields, which are a vital part of the human body's 
natural operation. If the internal fields produced by exogenous sources (e.g., 
appliances or power lines) are adjudged to exceed the level of ambient bioelec­
tric fields, then the notion that they could have meaningful physiological effects 
(either good or bad) is plausible. However, i f the induced fields were determined 
to be well below ambient bioelectric levels, this finding would detract from the 
plausibility of their being bioeffective, or at least it would require a very cogent 
argument that shows how cells could detect and respond to such weak fields in 
the presence of much stronger ambient fields. 

What is the appropriate anatomic level at which to make such a compari­
son between exogenously induced fields and ambient (biological background) 
fields? Mathematically this comparison is most simply made at the "bulk tissue 
level", that is, by calculating average current densities at various locales in the 
body and treating tissue as a homogeneous material. This sort of macrocompari-
son is, however, of very limited validity because the field intensity in and around 
particular cells determines the bioeffectiveness of an exogenous (or of an ambi­
ent) field. Therefore, in this chapter, I have attempted to compare the strength of 
the two field types at three anatomic levels of organization: (1) bulk tissue cur­
rent densities; (2) current densities (and transmembrane potentials) across cells 
(and cell membranes); and (3) current densities in tight extracellular spaces that 
characterize most human tissue (e.g., muscle, nerve, and bone). 

Bulk Tissue Current Densities 
Estimating bulk tissue current densities from exogenous 60-Hz magnetic fields is 
fairly straightforward and can be accomplished by using a variety of human 
body compartment models. A somewhat simplified example of this approach is 
illustrated in Figure 1 for an exogenous magnetic field of 1 μΤ. Here the body is 
considered to be roughly cylindrical and an approximate value of 0.5 m is taken 
for the maximum radius. This rather generous estimate for the maximum torso 
radius in humans (which corresponds to a circumference of over 3 m) leads to an 
overestimate of induced current. This overestimate suggests a maximum induced 
electric field of 10"4 V /m at the surface of the cylinder that drops off to zero at 
the center of the cylinder. Using a typical tissue resistivity of 1 Ω-m yields a 
maximum current density of 10~5 A / m 2 , which is actually a high-side estimate 
compared to those of other authors (5) and is probably attributable to two fac­
tors: using 1 μΤ rather than 0.1 μΤ, and using such a round body model. 
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6. WACHTEL Comparison of Endogenous and Induced Currents 101 

Β = 10 m G = 1μΤ 

Figure 1. Estimation of bulk tissue electric fields (E^) and current densities (J%) 
produced in a prototypical human standing in a vertical 60-Hz magnetic field 
having a flux density (B)ofl μΤ. r is the approximate torso radius, ω is the sinu­
soidal frequency (in radians per second), and ψ& is the average tissue resistivity. 

Current Densities Across Cells 
Bulk current density is, however, of limited interest from a physiological point 
of view. The currents that flow in and around particular cells that constitute the 
tissue are of more relevance biologically. Determining such currents requires 
assumptions about cell size, shape, membrane impedance, and perhaps most 
importantly cell-packing tightness. Some modelers have chosen (5) to represent 
cells as essentially nonconducting spheres surrounded by much larger extracellu­
lar spaces. I believe, however, that the picture shown in Figure 2 is more repre­
sentative of the cellular structure of most human tissue. Figure 2 shows tightly 
packed cells of various shapes that leave only narrow serpentine passages for 
extracellular currents to flow through. Taking the cross-sectional area of the ex­
tracellular spaces to be 10% of the total area yields roughly a 10-fold enhance­
ment of current density in the extracellular (or "pericellular") spaces relative to 
bulk current because relatively little current flows across the cells themselves. 

How small is this transcellular current? The answer depends on the mem­
brane impedance ascribed to the cells (at 60 Hz). For resting cells (e.g., nerve or 
muscle) the typical membrane resistance (Rm) is 1000 Ω-cm 2 (or 0.1 Ω-m 2). This 
value suggests a transmembrane (and thus transcellular) current density (Jm) of 
only 10"7 A / m 2 , which in turn suggests a transmembrane potential shift of only 
10~8 V (compared to roughly 10 to 10"1 V for ambient transmembrane poten­
tials). 
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102 ELECTROMAGNETIC FIELDS 

Figure 2. The partitioning of bulk current density (J&J into extracellular (JJ and 
transcellular (J^ components. V m is membrane potential; R m is membrane resis­
tance for a unit area (dm2) 

Current Densities in Tight Extracellular Spaces 
Thus, exogenously induced currents are apparently much more dense outside 
cells than within (or across) the cell. However, endogenous (ambient) currents 
are also presumably stronger (denser) in these tight extracellular spaces. Estimat­
ing the strength of such ambient extracellular currents is a more difficult task, 
but we can approach the issue from the standpoint of some well-established 
electrophysiological principles, as follows. 

When at rest, electrically active cells are known to typically have trans­
membrane potentials of about 0.1 V (inside negative); during the peak of an ac­
tion potential this potential goes through a momentary reversal of polarity. The 
action potential therefore is a pulselike signal that ranges from about 1 ms in 
duration (typical of human nerve cells) to several hundred milliseconds (typical 
of human cardiac cells). 

As shown in Figure 3, a cell that is completely activated (depolarized) or 
is completely at rest generates virtually no field outside its own membrane. 
However, when a cell is in transition from rest to active (or vice versa), currents 
external to the cell wil l flow in accordance with extracellular potential gradients. 
For cells that approximate a long thin cylinder, which is a reasonable represen­
tation of nerve axons or of cardiac and skeletal muscle cells, the transition region 
looks rather like a dipolar current source, and it gives rise to a field that spreads 
out exponentially (as illustrated in Figure 4). What is the current density in this 
extracellular region? A n answer can be gleaned from the cable model, which 
neurophysiologists have long used to analyze action-potential propagation (6, 7). 
In this model the longitudinal current flow (from active to resting regions of the 
cell) is proportional to the spatial gradient of voltage, dV/dx, which can be ex­
pressed as the quotient, (dV/dt)/(dx/dt). However, dx/dt is simply the velocity θ 
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\ - ~ j -Ç+ + + + + + + J 
+ ++ + + + + v— , _ _ _ _ 

ALL AT R E S T ALL A C T I V A T E D 

(C) A ^ u r r e n t 

- > - - - ( ^ ) : - : > 
PART A C T I V A T E D * PART AT R E S T 

Figure 3. Fields produced by active nerve or muscle cells. A resting cell (A) or a 
fully activated cell (B) produces virtually no field away from its own membrane. 
When the cell is in transition from resting to active (i.e., during the action poten­
tial propagation), currents flow along the outer surface of the cell (pericellular 
space) as well as through the membrane and within the cell (C). 

RECTANGULAR WAVE 

t 
A 

HALF SINE WAVE 

1.6 2.4 

FREQUENCY -(4-) 

0.8 1.6 2.4 

FREQUENCY 
- ( f ) 

Figure 4. The frequency spectra associated with a rectangular wave and a "half-
sine" wave approximation to a nerve or muscle action potential The curves are 
shown as continuous functions to encompass all values of duty factor, but for any 
one of these a set of discrete values for the Fourier series components 
(harmonics) can be pinpointed. A is the wave amplitude; t is the wave duration, 
and Τ is the interwave interval. 
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104 ELECTROMAGNETIC FIELDS 
with which the action potential is spreading along the cell. Thus the longitudinal 
current density J can be written as 

dx \ReJ 

dV( 1 ^ 
dt \QReJ 

where θ is the propagation velocity (meters per second), Re is the resistivity of 
the extracellular fluid (ohm meters), J is the longitudinal current density outside 
the cell (amperes per square meter), and ω is the radial frequency. 

For a realistic action potential the rate of change of the transmembrane 
potential (dVldt) depends on what point in the action potential is being referred 
to, and this dependence would lead to an analytically complex expression. For­
tunately, however, nerve or muscle action potentials occur repetitively, and they 
can be treated in terms of their (sinusoidal) frequency components. Thus, i f we 
represent each frequency component of transmembrane potential as V(t) = Vm sin 
ωί9 the corresponding extracellular current density would become 

J = 
ων, m cosœr 

e J 

Some typical values for repetitively active nerve cells (such as those found in 
human cortex) are Vm = 0.1 V , θ = 10 m/s, and Re = 5 Ω-m. 

Applying these values results in a current density of J = (2 χ 10~3)ω (cos 
ωή, which denotes a peak current density of (2 χ 10"3)ω A / m 2 . Thus, for ω = 500 
(which would be a representative firing rate of 80 Hz), this equation predicts a 
current density of 1 A / m 2 . 

Comparison with Exogenously Induced Tissue Current Densities 

By comparison the tissue current density induced by a l-μΤ, 60-Hz magnetic 
field impinging on the human brain is about 10"5 A / m 2 . Because most of this 
extremely low frequency (ELF) current flows around cells, rather than through 
them, an intensification factor of perhaps 10-fold should be applied to estimate 
the induced extracellular current density. The resulting value of 10"4 A / m 2 is still 
about 10,000 times lower than the 1 A / m 2 estimate for extracellular current due 
to ambient neuroelectric activity. 

Representing a pulselike action potential by a single sine wave (whose 
frequency is the repetitive firing rate) may be too crude a model for these pur­
poses. The same concept can, however, be extended to other waveforms by de-

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

6

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



6. WACHTEL Comparison of Endogenous and Induced Currents 
105 

scribing them as a Fourier series of frequency components (harmonic analysis). 
This modeling can most readily be done by representing the action potential as a 
"standard" waveform. Figure 4 shows two waveforms that are reasonable fac­
similes of an action potential. Although these two waveforms (rectangular vs. 
"half-sine" waves) look quite different in the time domain, their spectral contents 
are really quite similar (for equal durations and repetition rates). The main dif­
ference is the small amount of energy falling into the higher harmonic ranges for 
the rectangular wave. Neither of these waveforms are exact representations of an 
action potential shape; however, the half-sine wave is more realistic for neural or 
skeletal muscle action potentials, and the square wave better represents cardiac 
action potentials. 

By using generalized Fourier transforms, these prototypical action poten­
tials can be translated into a specific set of frequency components for any given 
neural firing pattern simply by choosing an appropriate value for the duty cycle 
(i.e., the pulse duration as a fraction of the interpulse interval). For example, as 
shown in Figure 5, using a duty cycle of 10% (which might correspond, for ex­
ample, to a muscle action potential 10 ms long occurring every 100 ms) gives 
rise to the spectrum indicated by the dots connected by a dashed line. This spec­
trum is for the transmembrane signal per se; however, the extracellular current 
flow is proportional to the time derivative of Vm. Consequently, the frequency 
components of the extracellular current waveforms are somewhat exaggerated 
for the higher harmonics: in fact, a "two-humped" frequency spectrum is pro­
duced, and it gives peaks at the third and the tenth harmonics. This spectrum 
suggests that a nerve or a skeletal muscle firing at, for example, 10 pulses per 

V m 

(volts) 

0.1 % 

(A/m 2 ) 

0.25 

v s χ 

^ x 

Ν 
"•̂  X J L 

X x 0.05 

1 2 3 4 5 6 7 8 9 10 11 12 

HARMONIC NUMBER 

Figure 5. The harmonic content (Fourier series) for a half sine wave action po­
tential model having a duty factor of 0.1 and a repetition rate of 10 pulses per 
second. The transmembrane potential (VjJ components are shown as dots con­
nected by a dashed line, whereas the harmonics of current density (J) are de­
noted by the χ marks. 
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106 ELECTROMAGNETIC FIELDS 
second would give rise to pericellular current densities on the order of several 
microamperes per square centimeter for frequency components ranging from 10 
Hz to several hundred hertz. Several of these harmonics lie close to the 60-Hz 
frequency of power systems (and to the harmonics thereof). Thus, even i f we 
restrict the comparison to frequencies close to 60 Hz, the intensity of pericellular 
ambient fields (current densities) is found to be far greater than that inducible by 
exogenous magnetic fields (e.g., 1 μΤ at 60 Hz). 

Strictly speaking, the foregoing analysis applies to isolated cylindrical 
cells surrounded by large volumes of extracellular fluid. In reality, of course, 
brain tissue, and most other tissue as well, is made up of cells in tightly pack­
aged arrays, so that extracellular spaces are actually smaller than the intracellular 
ones. In these circumstances endogenous bioelectric currents near the cell sur­
face would actually be intensified, just as would currents exogenously induced 
by electromagnetic fields (EMFs); that is, they would be far more intense than 
the average (bulk tissue) current density for the overall tissue. This expectation 
is borne out by the fact that, within the brain, currents underlying the electroen­
cephalogram (EEG) are on the order of a few nanoamperes per square meter. 
This value is roughly 1% of the current density estimated from the cable equa­
tion analysis for the space immediately surrounding a cylindrical cell. In addi­
tion to lending support to the calculated extracellular current values, this E E G 
field current density can itself be compared to the bulk tissue currents induced 
by a 60-Hz magnetic field in a standing human (in a vertical l-μΤ field). This 
current is on the order of 10~5 A / m 2 , which is about 0.001 times the E E G current 
density. These comparisons of extracellular current densities along with the even 
more disparate values for transmembrane current density are summarized in Ta­
ble I, which shows that at each cellular level of interest the density of currents 
flowing in brain tissue due to endogenous neuroelectric activity far exceeds that 
induced by 60-Hz external magnetic fields (on the order of 1 μΤ). 

A similar analysis can be applied to bioelectric current generated by 
skeletal muscle, as well as cardiac muscle electric activity, and would suggest 
that all types of cells (including blood cells) within those tissues are routinely 
immersed in an endogenous "sea" of electric activity. Furthermore, the fields 
generated by dynamically loaded bone cells (most likely due to streaming po­
tentials) are also thought to be relatively strong. The bulk current density meas­
ured in such active bone is also on the order of a few milliamperes per square 
meter. These currents would impinge upon bone marrow cells as well as os­
teogenic cells, and thus they must be reckoned with in any theory that attempts 
to causally link leukemia with external magnetic fields (60-Hz, l-μΤ range). 

Table I. Comparison of Bioelectric Current Densities (A/m2) Produced by Active 
Nerve or Muscle to Those Induced by a Magnetic Field 

Produced by Active Nerve Induced by 1-μΤ, 60Ήζ 
Tissue Level or Muscle Magnetic Field 
Bulk tissue ΙΟ"2 i<rs 

Extracellular space 1 ιο­
Transmembrane currents 10 ί Ο"7 
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Hypothetical Interactions with Weak Magnetic Fields 

The foregoing analysis does not, of itself, rule out the possibility that weak alter­
nating current (AC) magnetic fields could alter cellular function, but it does 
make such a conclusion harder to justify. Some hypothetical arguments could be 
raised to argue that weak signals generated in living tissue by external magnetic 
fields could be detected (and responded to) in the presence of much stronger 
endogenous electric activity. After all, from an engineering standpoint, systems 
can be designed that can extract signals from backgrounds (noise) thousands of 
times stronger than the signals. However, the imposed signal must contain some 
substantially unique property, such as its frequency content, its spatial coher­
ence, or its pattern of repetitiveness over time, that could distinguish it from the 
bioelectric background. By applying this concept to the possibility of weak 
magnetic field detection by living cells, several conceivable mechanisms could 
be imagined: 

• very specific frequency selection mechanisms (e.g., a receptor "tuned" to 
60Hz)(<3) 

• signal-averaging processes selective for induced field frequencies 
• selective response to the spatial coherence of the induced field 
• response to the magnetic field per se, rather than the electric field in­

duced by it (e.g., via magnetite crystals tightly coupled to membrane 
channels) (9) 

Endogenous bioelectric activity must be viewed as an important factor in 
determining what levels of E L F fields are sufficient to perturb normal biological 
function and thus what levels might be plausibly linked to health effects. Simply 
demonstrating that an external E M F could induce current flow in or around cells 
is not a cogent basis for predicting biological effects i f those currents are orders 
of magnitude weaker than the ambient bioelectric background and i f no biologi­
cally realistic signal-from-noise extractors are demonstrable. 
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7 

Endogenous Electric Fields Measured 
in Developing Embryos 

Richard Nuccitelli 

Section of Molecular and Cellular Biology, University of California, 
Davis, CA 95616 

Through the use of the noninvasive vibrating-probe technique for 
detecting extracellular ionic currents as well as standard glass mi­
croelectrode techniques, electric fields have been detected in a wide 
variety of animal tissues. In five of these studies, the electric field 
was measured directly within the tissue with microelectrodes, and in 
the remainder it was inferred from the extracellular ionic currents 
detected. This chapter reviews the measurements of extracellular 
ionic currents around animal tissues as well as the electric field 
measurements made by penetrating the tissue with microelectrodes. 
The range of most endogenous electric fields is from 1 to 100 
mV/mm. These data should provide a guide to the range of imposed 
direct-current electric field strengths that would be expected to influ­
ence normal biological functions in living organisms. 

HUMANS ARE ELECTRIC BEINGS. Bioelectricity is used by every cell in the 
human body to perform a wide variety of daily tasks, from membrane 

transport to cell-cell signaling. Therefore, the first step in determining how envi­
ronmental electric and magnetic fields might influence cellular function is to 
identify the endogenous electric fields in living systems. In this chapter I review 
the evidence for such physiological electric fields in living systems after first 
providing some basic background information for the nonbiologist so that the 
description of the endogenous electric field measurements can be more easily 

0065-2393/95/0250-0109$12.00/0 
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110 ELECTROMAGNETIC FIELDS 
understood. Several previous reviews {1-6) provide a more comprehensive 
treatment of this literature. 

A l l cells spend a significant amount of energy moving ions across their 
outer membrane (plasma membrane), which results in an ion concentration gra­
dient across this membrane. This concentration gradient drives K + out of the cell 
through K+-specific ion channels in the plasma membrane and leaves behind the 
negative counterions. The net result is a separation of charge across the plasma 
membrane, which generates a voltage called a membrane potential that is inside-
negative and is typically -70 mV in most animal cells and -200 mV in most 
plant cells. This potential provides all cells with a built-in "battery" that is avail­
able to drive ionic currents through the cell. These currents or fluxes are in­
volved in a wide variety of cellular mechanisms because the energy stored in this 
membrane potential is used for many cellular processes, including the transport 
of solutes into the cell, signal transduction, and even high-energy chemical bond 
formation. Not surprisingly, extracellular ion currents are thus commonly found 
around cells and can be associated with many different activities, as I wil l review 
here. 

Transcellular ionic currents are by no means restricted to single cells. 
Multicellular systems are also found to generate ionic currents, mainly because 
of the nature of their outer layer, which is generally formed by an epithelial sheet 
of cells that are usually electrically coupled and pump ions across the sheet in a 
polarized manner. Thus, this sheet of cells is to the organ or organism that it 
encloses as the plasma membrane is to the cytoplasm that it encloses. One main 
difference is that most epithelia pump cations in an apical-basal direction, which 
generates an inside-positive potential, in contrast to the inside-negative potential 
generated by the plasma membrane in a single cell. Therefore, the natural volt­
age across an epithelium will drive positive ions out in regions of low resistance, 
whereas that across the plasma membrane will drive positive ions into regions of 
low resistance (typically ion channels in the plasma membrane). 

The main experimental evidence for the existence of endogenous ionic 
currents and electric fields in living cells and tissues comes from two techniques: 
the extracellular vibrating probe, and glass microelectrodes coupled to high-
input impedance amplifiers. These techniques will be briefly explained, and their 
use in living systems to measure endogenous electric fields wil l then be dis­
cussed. 

Methods for Measuring Endogenous Electric Fields 

The Vibrating-Probe Technique. The principle of this technique 
is to minimize the noise of the detection system and to signal-average over long 
times in order to detect small, steady ionic currents. One can calculate the volt­
age sensitivity required from Ohm's law in a continuous medium 

/ = £ / p = - ( l / p X A F / A r ) 0) 
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7. NUCCITELLI Endogenous Electric Fields in Developing Embryos 111 

where I is current density, Ε is the electric field strength, ρ is the medium resis­
tivity, and Δ F is the voltage gradient measured over the small distance, Δτ. For I 
= 0.1 μΑ/cm 2 , and ρ = 25 Ω-cm (seawater), this voltage gradient wil l be only 6 
nV over a 20-μηι displacement, 25 μιη outside the cell's plasma membrane. 
Standard 3 M KCl-filled microelectrodes have resistances on the order of ΙΟ6 Ω, 
and their noise places a limit of 10"5 V on their resolution. They are therefore not 
sufficiently sensitive to detect the required 6-nV potential. 

Jaffe and Nuccitelli (7) developed a new technique 20 years ago called the 
vibrating probe that has much greater sensitivity and can detect such small volt­
ages. The main idea is to lower the electrode's noise about 1000-fold both by 
reducing its resistance and by signal averaging over time using a phase-sensitive 
lock-in amplifier. The electrode's resistance is reduced by replacing the fluid-
filled pipette with a metal sphere with a relatively large capacitance. By vibrat­
ing this capacitor between two points at different potentials, the charge on the 
capacitor fluctuates, and the voltage is detected through these charge variations. 
Thus, by essentially capacitatively coupling to the external field, the effective 
resistance is now an impedance that wil l be reduced as the vibration frequency 
and capacitance are increased. A lock-in amplifier is used to detect the voltage 
change; it amplifies only those signals exhibiting the vibration frequency and 
eliminates interference from other common sources of noise such as the 60-Hz 
line voltage. Two-dimensional maps of the extracellular current density around 
living cells and tissues are now routinely generated by computer when the probe 
is translocated simultaneously in two dimensions (8, 0). 

This vibrating-probe technique has been used in about 30 laboratories 
around the world, and a National Vibrating Probe Center is now sponsored by 
the National Institutes of Health at the Marine Biological Laboratory at Woods 
Hole, Massachusetts. Literature (6, 10) on the use of the vibrating probe to study 
endogenous ionic currents in both animal and plant systems is available. A n up­
dated summary of the ionic currents measured near multicellular animal systems 
is included in this chapter (Table I). As Table I indicates, endogenous ionic cur­
rents on the order of 10-100 μΑ/cm 2 have been measured in a variety of tissues 
from more than 20 different animal species, including both invertebrates and 
vertebrates. As such currents traverse tissues, they generate endogenous, DC 
(direct current) electric fields that wil l be proportional to the resistivity of the 
extracellular space they traverse. The bulk resistivity of tissues is typically on 
the order of 1000 Ω-cm (69), and thus current densities of 10-100 μΑ/cm 2 are 
expected to generate endogenous electric fields in the range of 1-10 mV/mm. 
This range of field strengths must be considered when one evaluates how envi­
ronmental electric fields might influence living organisms. On the basis of these 
data, imposed electric field perturbations in the 1-10-mV/mm range could be 
expected to influence many cellular processes that utilize these fields. 

Direct Measurement of In Vivo Electric Fields Using Micro­
electrodes. Although the likely in vivo electric fields can be estimated by 
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116 ELECTROMAGNETIC FIELDS 
applying Ohm's law to the current measured leaving or entering a tissue, meas­
uring the in vivo field directly by placing glass microelectrodes into the tissue is 
preferable. The main drawback of this technique is the tissue damage resulting 
from microelectrode impalement and the subsequent injury currents that flow out 
of the low-resistance pathways usually generated by electrode penetration. These 
injury currents might significantly alter the local electric fields being measured. 
Despite this drawback, this direct approach has provided reliable measurements 
in some embryonic systems. 

Among the most recent studies are measurements of embryonic electric 
fields in chicks (49, 70) and amphibians (71, 72). Hotary and Robinson (49, 70) 
found that the 2- to 4-day-old chick embryo drives a substantial current of up to 
112 μΑ/cm 2 through itself, and this current generates a measured voltage gradi­
ent of 20 mV/mm along a known migratory route for neural crest cells (Figure 
1). One likely target for this endogenous field is the migratory neural crest cell 
because these cells have been found to actively migrate in vitro toward the 
negative pole of DC electric fields as small as 7 mV/mm (a process termed 
"galvanotaxis") (73-76). These studies indicate that endogenous fields large 
enough to influence crest-cell migration do indeed exist in the chick embryo at 
the proper developmental stage. Moreover, when this endogenous electric field 
is perturbed by short-circuiting the field with conductive implants, 92% of the 
embryos exhibited some developmental abnormality, such as tail defects (70). 
These abnormalities were very similar to those observed in rumpless mutant 
chicks, and the extraembryonic currents measured in these mutants were signifi­
cantly lower than either wild-type or phenotypically normal embryos (Figure 2). 
These findings suggests that the endogenous electric field plays a role in tail 
formation, and perturbations of such fields on the order of 20 mV/mm can have 
strong developmental effects. 

Both axolotl and frog embryos drive about 1-7 μΑ/cm 2 out of the devel­
oping neural folds during neurulation and into most of the rest of the embryo 

Figure 1. The transepithelial potential (TEP) measured in nine rostral-caudal 
positions in a stage 17 chick embryo. Numbered measurement positions are 
shown in the drawing at top. Below the drawing is a chart recorder tracing 
showing the TEP at different measurement positions. At each numbered peak the 
integument of the embryo was impaled, and a stable positive potential was 
measured. Times at which the embryo was not impaled are indicated by a solid 
line below the recording. The spikes shown during these periods indicate elec­
trode resistance measurements. The top bar chart shows the average TEP at 
each position. Numbers below each bar correspond to the measurement posi­
tions indicated in the embryo drawing. Numbers between bars indicate the aver­
age distance (in millimeters) between each position. Where this distance is not 
indicated, the average distance was 0.3 mm. The bottom chart shows the average 
voltage gradient between each consecutive position. Error bars indicate the 
SEM; η = 6. A steep voltage gradient was found between positions 6 and 7. This 
gradient was significantly different from a zero gradient (P < 0.05, determined 
using a Z-score). (Reproduced with permission from reference 49. Copyright 
1990 Academic.) 
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118 ELECTROMAGNETIC FIELDS 

Figure 2. Examples of current and voltage measurements in rumpless mutants. 
A: currents were measured leaving the posterior intestinal portal (PIP) of a phe-
notypically normal stage 18 embryo from a batch that contained 25% homozy-
gous-wild, 50% heterozygous-wild, and 25% homozygous-mutant eggs. The 
genotype of this embryo could not be determined, but it was likely to be either 
homozygous- or heterozygous-wild type. The currents leaving the PIP of this em­
bryo were comparable in magnitude to those that leave the PIP of wild-type em­
bryos of the same stage. The arrow indicates the normally formed tail. B: cur­
rents leaving the PIP of a phenotypically abnormal stage 18 recessive mutant 
from the same batch as the embryo in A. Arrow indicates abnormally formed tail. 
The currents in Β were much lower than in A and in comparison to wild-type, 
dominant, and recessive rumpless mutants. Stable, positive potentials were 
measured in embryos from all three groups. The TEP of the dominant mutant 
was much lower than both wild-type and recessive mutant, which were of about 
the same magnitude. (Reproduced with permission from reference 70. Copyright 
1992 Company of Biologists.) 

(77). They also exhibit internally positive transepithelial potentials (TEPs) 
ranging from 18 to 64 mV. When the TEPs from various regions of the embryo 
are more closely examined, a caudally negative voltage gradient of 5-23 
mV/mm is apparent (Figures 3 and 4). TTiis endogenous electric field is similar 
in magnitude to that just described in chick embryos. Moreover, when steady 
DC electric fields are imposed over developing neurula-stage axolotls, develop­
mental defects are most common at the end of the embryo facing the cathode 
(72). The axolotl embryo is more sensitive to imposed fields during neurulation 
than gastrulation. This sensitivity suggests that the endogenous electric fields 
detected are important components of the mechanism of neurulation. 
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Figure 3. Measurements of TEP in axolotl neurula. The inset shows the 12 stan­
dard measurement positions, approximately 400 μτη apart in the rostral-caudal 
axis along the neural plate, in the neural fold, and in flank ectoderm. Records A-
E are presented for 5 of these 12 positions. The abrupt shift upward in each rec­
ord indicates the shift in potential at the moment of microelectrode impalement 
of the ectoderm. Inwardly positive potentials were relatively stable for 5-15 min 
of recording, and all records were taken with the same microelectrode. Recorded 
TEP falls 40-50% in magnitude from that observed at the rostral neural plate as 
more caudal or more lateral regions of ectoderm are sampled. This fall would be 
associated with an increasingly more negative gradient of subectodermal poten­
tial at caudal or more lateral regions relative to the cranial neural plate. 
(Reproduced with permission from reference 71. Copyright 1994 Wiley.) 

The stage 17 Xenopus laevis embryo exhibits a very similar rostral-caudal 
voltage gradient, caudally negative and averaging 27 ± 4 mV/mm (77). In indi­
vidual embryos this gradient ranged from +8 to -54 mV/mm, and the steepest 
average voltage gradient was 40 mV/mm, measured between the blastopore and 
a point 250 μηι dorsal to it, with the blastopore being negative. 

Four other measurements of endogenous fields also include field strengths 
in the range of 1-200 mV/mm. Barker et al. (78) studied small wounds in guinea 
pig skin and found that when an incision was made through the glabrous epi­
dermis of the guinea pig, a current of 1 μΑ flowed through each millimeter of 
the cut's edge and generated lateral, intraepidermal voltage gradients of about 
100-200 mV/mm near the cut. Similarly, Chiang et al. (79) measured 66-
mV/mm fields near wounds in newt skin. That same group (80) found that the 
electric field directly influences the rate of wound healing using a very elegant 
experimental design. The rate of wound closure in newts was 15% slower when 
the endogenous electric field was neutralized by passing an equal and opposite 
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120 ELECTROMAGNETIC FIELDS 

1 2 3 4 5 6 7 

Positions 

Figure 4. Rostral-caudal voltages beneath the neural plate in stage 16 axolotls. 
The magnitude of the neural plate TEP in eight embryos was sampled at seven 
positions along the longitudinal axis. Position 1 was the most rostral margin of 
the plate and fold; Position 7, the most caudal was approximately 50 μτη from 
the blastopore. The marked negative slope in potential is in the direction of the 
caudal margin. (Reproduced with permission from reference 71. Copyright 1994 
Wiley.) 

current through the wound. In the third case, McGinnis and Vanable (81) meas­
ured endogenous voltage gradients of 50 mV/mm in the distal region of the ax­
olotl limb stump shortly after amputation, which fall to 15 mV/mm by 6 h later. 
The fourth example comes from a study by the same Purdue University group 
(66) that described the wound currents in bovine cornea. The TEP of the cornea 
drives 55 μΑ/cm 2 out of a small wound in the epithelium, and this wound current 
generates a lateral electric field of 42 mV/mm in the first 0.25 mm from the 
wound edge. 

These studies suggest that the range of endogenous, physiological electric 
fields naturally occurring in animal tissues is 1-200 mV/mm. Furthermore, these 
fields are primarily steady, DC fields. Most of the studies completed to date have 
concentrated on developing or regenerating embryos, or tissues undergoing 
wound healing. Many of these systems provide evidence that the endogenous 
currents are important for normal development. Treatments that reduce these 
currents usually slow the rate of regeneration or wound healing, and treatments 
enhancing such currents often stimulate regeneration. For example, Borgens et 
al. (82) found that guinea pig spinal cords that had been completely transected 
exhibited enhanced nerve regeneration following the application of an electric 
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field across the cut for 50-60 days, and the application of slowly oscillating 
electric fields significantly improved the rate of recovery from spinal cord injury 
in dogs (83). 

These observations suggest that endogenous electric fields play an impor­
tant role in the guidance of normal developmental processes. Clearly, if envi­
ronmental electric fields could result in similar field strengths within the body, 
such fields could disturb these normal processes. However, all of the studies 
mentioned thus far point to the importance of DC fields in developing systems, 
and none reports any effect of AC (alternating current) fields, which are found 
more commonly in the environment. For example, 60-Hz AC fields with peak-
to-peak amplitudes of up to 1200 mV/mm have no effect on the galvanotaxis of 
somitic fibroblasts in vitro (74). 

Biological Targets of Imposed Electromagnetic Fields 
Several specific biological targets of electromagnetic fields have been identified 
over the past century. These targets include (1) growing nerves (galvano-
tropism), (2) migratory cells such as white blood cells and neural crest cells 
(galvanotaxis), and (3) polarizing or growing tissues. I have previously reviewed 
this literature (J), and only the highlights will be included here. 

Galvanotropism. The growth cone of growing neurons in culture 
actively extends toward the negative pole of a DC electric field with a rather low 
threshold field strength of 7 mV/mm (84-89). When a small, steady electric cur­
rent is driven through the stump of an amputated adult frog forelimb, the carti­
lage core of the stimulated regenerates have 40-fold more nerve coursing 
through them than controls. This observation indicates that imposed fields can 
stimulate enhanced nerve growth in limbs; galvanotropism has also been dem­
onstrated in guinea pig and dog spinal cords (82, 83, 90). 

Galvanotaxis. The directed translocation of cells by an electric field 
has been termed galvanotaxis. Motile cells, including macrophages, leukocytes, 
epidermal cells, fibroblasts, osteoblasts, osteoclasts, and neural crest cells, com­
monly respond to imposed fields by migrating toward either the negative or 
positive pole. Neural crest cells are the best-studied and respond to fields as low 
as 7 mV/mm by actively extending lamellae toward the negative pole of the field 
(see reference 5 for review). 

Polarizing or Growing Tissues. Stem sections from both coelen-
terates and ascidians grow toward the anode when a field of 1.6 mV per cell is 
applied. Applied voltages of reversed polarity across isolated sheets of chick 
epiblast can cause the reversal of some morphological polarity markers (91). 
Finally, the polarity of eight-cell-stage mouse blastomeres is elongated along the 
field axis by an imposed electric field (92). 
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122 ELECTROMAGNETIC FIELDS 
Determining the Mechanism Through Which Cells Detect and 
Respond to Imposed Electromagnetic Fields 
The galvanotactic response of neural crest cells in vitro involves a very common 
signal transduction molecule, protein kinase C (PKC) (76). In the presence of 
P K C inhibitors, these cells translocate at the same rate but no longer exhibit any 
directed response to imposed DC fields. P K C stimulants such as phorbol esters 
result in a faster directed translocation response. 

The other clue to the mechanism of field detection is the dependence on 
C a 2 + influx. The addition of the C a 2 + channel blockers, G d 3 + and M g 2 + , com­
pletely eliminates the directed component of translocation. Surprisingly, removal 
of extracellular C a 2 + in the presence of high M g 2 + resulted in a reversal of the 
directed translocation and thus the cells moved toward the positive pole of the 
field (75). This reversal suggests that the intracellular C a 2 + concentration 
([Ca2+]j) gradients control directed translocation, and perhaps the imposed elec­
tric field modifies the [Ca2 +]j distribution. 

Conclusions 
This chapter provides a summary of the endogenous electric field measurements 
that have been made in multicellular tissues during development and wound 
healing. The physiological range of the DC fields measured to date span a range 
of 1-200 mV/mm, and thus imposed DC electric fields much smaller than this 
range are not likely to influence embryonic development or regeneration. How­
ever, other chapters in this book address some cellular mechanisms that appear 
to respond to much lower imposed electric field strengths in the A C domain. 
Clearly, much more research is needed to identify the mechanisms utilized in the 
cellular responses to both DC and A C electric and magnetic fields. 
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Str eaming and Piezoelectric Potentials 
in Connective Tissues 

Laura A. MacGinitie 

Department of Engineering, Pacific Lutheran University, 
Tacoma, WA 98447 

Stress-generated potentials of bone, cartilage, and tendon are re­
viewed to identify ranges of physiological electric field magnitudes 
and to relate these fields to tissue properties such as matrix structure 
and composition, molecular interactions, and interstitial fluid. The 
range of physiological field magnitudes may indicate the range of 
physiological or external field magnitudes that can modulate tissue 
behavior. Because stress-generated potential magnitudes and fre­
quencies depend on tissue properties, potential measurements may 
be used to assess normal and abnormal tissue properties. Piezoelec­
tric potentials are generated by loading dry tissues, whereas 
streaming (electrokinetic) potentials (SPs) and currents are gener­
ated by loading hydrated tissues. SPs generated by bending cortical 
bone are 1 order of magnitude smaller, when normalized to strain, 
and relax 2-4 orders of magnitude faster than SPs generated by 
compression of cartilage disks. Estimated maximum current densities 
at cell sites are on the order of 10 µA/cm2 for bone and 1 mA/cm2 for 
cartilage. These ranges may suggest that external or environmental 
fields must produce tissue-level current densities of this magnitude to 
alter connective tissue behavior. Trabecular bone SPs are smaller 
than cortical bone SPs. Microscopic measurements of bone SPs and 
models for SP generation in bone and cartilage indicate that field 
magnitudes and frequencies depend on tissue properties. 

0065-2393/95/0250-0125$12.00/0 
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126 ELECTROMAGNETIC FIELDS 
THE STRESS-GENERATED ELECTRIC POTENTIALS that have been observed in a 

variety of connective tissues including bone, tendon, and cartilage may 
provide clues for understanding possible field effects on tissues, as well as con­
nective tissue anatomy and composition. These endogenous electric fields may 
be a biological signal regulating growth, remodeling, and repair of connective 
tissues. The magnitudes and frequencies of endogenous fields may also indicate 
the range of externally applied field values that could affect the same tissues. In 
addition, measurement of the endogenous fields in connective tissues can pro­
vide information regarding the tissue structure, such as channel or pore sizes, 
matrix and fluid composition, and molecular interactions within the connective 
tissues. 

Early investigators attributed the potentials produced by bending dry bone 
and tendon to piezoelectricity (1-3). Piezoelectric potentials are due to polariza­
tion produced by mechanical-strain-induced deformation of bonds. Subsequent 
investigation of stress-generated potentials in hydrated bone, cartilage, and ten­
don, however, suggested that under physiological conditions, the measured 
stress-generated potentials are electrokinetic in origin, or "streaming potentials" 
(4-6). This chapter, therefore, wil l focus primarily on streaming, rather than on 
piezoelectric, potentials because these appear to dominate macroscopic meas­
urements of stress-generated potentials in connective tissues under physiological 
conditions. Furthermore, these fields produced by streaming may modulate con­
nective tissue repair and remodeling. Some investigators have suggested (7-9) 
that piezoelectric fields may also be important to bone remodeling, although 
these fields have not been measured definitively in moist bone. 

Streaming potentials (SPs) and currents (SCs) are produced by stress-
driven fluid flow past a charged surface. In both bone (5, 6) and cartilage (10), 
the matrix is negatively charged at physiological pH. Fluid flow in the charge 
double layer adjacent to the charged matrix produces a convective current in the 
same direction (Figure 1). The resulting charge separation creates an electric 

Figure 1. Schematic of models for streaming potential (SP) generation by 
(a) flow through cylindrical channels (one model for SP generation in bone) and 
(b) flow past charged cylindrical rod molecules (one model for SP generation 
in cartilage). <dP is the pressure difference; ΔΥ is the voltage difference. 
(Reproduced with permission from reference 82. Copyright Elsevier 1987.) 
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8 MACGINITIE SPS and Piezoelectric Potentials in Connective Tissues 111 

field of the opposite polarity, which drives a conductive current in the direction 
opposite fluid flow. SPs are measured when the external or measuring circuit 
impedance is much larger than the tissue impedance. In this case, the total cur­
rent within the tissue must be nearly zero, so that the conductive current equals 
the convective current. The SP is the potential at this current equilibrium. SCs 
are measured when the external circuit impedance is much smaller than the tis­
sue impedance, so that current can flow across the boundary, and therefore the 
conductive back current is nearly zero. Endogenous fields likely lie between the 
two limiting cases measured (SP or SC), because tissues surrounding the con­
nective tissue provide an alternative conductive current path to the conductive 
path through the connective tissue. 

Macroscopic, tissue-level SPs have been relatively well characterized for 
normal cartilage and for cortical bone, the dense bone matrix that makes up the 
outer shell of bones. Macroscopic, tissue-level SPs have also been measured 
across healing and remodeling cortical bone, cortical bone with structure and 
composition modified by in vitro or in vivo treatments, and osteoarthritic and 
enzymatically altered cartilage, as well as chondrocytes in agarose culture. SPs 
for trabecular bone, the less-dense, meshlike bone matrix found inside bones, 
within ends of long bones, for example, and for tendon and ligament have been 
less well characterized. These macroscopic fields can provide information on the 
structure, matrix composition, interstitial fluid, and molecular interactions within 
these connective tissues, using models for SP generation. 

Microscopic fields, however, are likely to be more relevant, in terms of 
identifying signals that may modulate cell behavior. Microscopic SPs have been 
measured at the surface of polished cortical bone. Models for SP generation in 
bone and cartilage can make it possible to predict microscopic field levels based 
on the macroscopic SP measurements. 

Stress-Generated Fields of Cortical Bone 

The electromechanical behavior of cortical bone has been reviewed elsewhere 
(7, 10-15). The potentials produced by loading dry bone, and by loading wet 
bone in vitro or in vivo, are thought to be due to piezoelectricity and streaming, 
respectively. These two topics wil l therefore be discussed separately. 

Macroscopic Stress-Generated Potentials in Dry Bone. Elec­
tric potentials generated by deformation of dry bone were first measured by 
Yasuda (see reference 1) and were attributed to piezoelectricity. The piezoelec­
tric potentials of dry bone are typically on the order of a few hundred millivolts 
(16). In classical piezoelectric theory, the polarization tensor is related to the 
strain tensor by a piezoelectric tensor. Fukada and Yasuda (1) demonstrated that 
the electric field was linearly related to strain (at 2000 Hz), as predicted by clas­
sical piezoelectric theory, and measured piezoelectric coefficients for bone. Sub­
sequent investigations of stress-generated potentials across dry bone, by these 
and other investigators, focused on determining the piezoelectric coefficients ( / -
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128 ELECTROMAGNETIC FIELDS 
3) and on developing a predictive model for these coefficients based on the 
structure and in particular on the Haversian and collagen fiber orientation of 
bone (17-20). The piezoelectric properties of bone were attributed to collagen, 
rather than the mineral phase (1, 16, 17), because dry collagen displayed electric 
behavior similar to bone, and the crystal structure of hydroxyapatite mineral is 
not piezoelectric. Williams and Breger (21) developed a piezoelectric model for 
bone that included a dependence on strain gradients, as well as strain. Williams 
(16) published an extensive review of piezoelectricity in bone and other dry 
connective tissues, building on previous reviews by Bassett (22), Shamos and 
Lavine (23), Williams (24), Eriksson (11), and Guzelsu and Demiray (25). 

Macroscopic Stress-Generated Potentials of Physiologically 
Moist Bone. The much smaller potentials generated by bending moist corti­
cal bone (on the order of 100 μν) are now generally accepted to be electroki-
netic (streaming) potentials, rather than electrostatic (piezoelectric) potentials. 
Cerquiglini et al. (26) first suggested that the potentials produced either by 
bending hydrated bone or by forcing fluid through bone were electrokinetic. 
Anderson and Eriksson (27) also suggested that bone potentials were due to 
streaming, based on the observed minimum in stress-generated potential for 
bone soaked in solutions of pH near 5 [the isoelectric point for tendon (27)], and 
the several order of magnitude change in potential as the bone dried. 

Subsequent studies of stress-generated potentials tested predictions of the 
streaming hypothesis. Streaming potential (SP) theory predicts that the SP across 
a capillary is inversely proportional to conductivity (σ) and viscosity (η) and is 
proportional to the potential at the fluid slip plane (ζ potential), to permittivity 
(ε), and to the pressure (P) across the capillary: SP o c εζΡ/ησ. The ζ potential 
can be altered by changing the pH or otherwise changing the fluid ionic com­
position to modulate the matrix charge. The conductivity σ depends on ionic 
concentration. Furthermore, because SP depends on stress-driven fluid flow, and 
fluid relaxation in response to stress depends on viscosity and not on ionic con­
centration, SP relaxation times were similarly expected to depend on viscosity 
and not on concentration (5, 6). Thus, Cignitti et al. (4) measured the potentials 
produced by step loading of bone, and an imposed pressure difference across 
bone samples kept in fluids with different conductivities, composition, and pH. 
They measured potentials across both predominantly cortical bone (rabbit tibias) 
and predominantly trabecular bone (lamb and ox ribs). Although their results 
were somewhat inconsistent for different samples, they did show that a compo­
nent of the signal generated by bending varied with conductivity and increased 
with pH, as did the potentials produced by direct pressure. 

Gross and Williams (5) showed that the potentials produced by an im­
posed pressure difference across cortical bone samples and by step cantilever 
bending of samples from the same specimen decreased with NaCl concentration 
(and with tabulated fluid conductivity), except at the lowest NaCl concentra­
tions; these potentials also decreased with viscosity and had dependencies on 
C a 2 + ion concentration similar to those measured by Cignitti et al. (4). Further-
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more, they found that potentials increased with pH between pH 6.2 and 8.2, 
consistent with the results of Cignitti et al. (4) and Anderson and Eriksson (27) 
and with the streaming hypothesis. The relaxation time of the potential in re­
sponse to step loading increased with increasing viscosity, as predicted. They 
also showed that potentials measured across a dry bone sample were much larger 
than those measured when the sample had been soaked in saline (100 mV vs. 50 
μν), consistent with the findings of Anderson and Eriksson (27). 

Pienkowski and Pollack (6) reported results similar to those of Gross and 
Williams (5) for measured potentials as a function of concentration and viscosity 
using four-point step load and sinusoidal 1-Hz bending of moist bone samples: 
The measured potential magnitude normalized to strain decreased with NaCl 
concentration (and measured conductivity) for near-physiological conductivities 
and with viscosity. The potential reached a plateau at low NaCl concentrations 
(<0.009 mol/L), as expected theoretically for concentrations low enough that the 
double-layer thickness approaches the pore radius. The dependence of relaxation 
time on NaCl concentration and viscosity was also similar: The relaxation time 
increased with viscosity and did not depend on NaCl concentration. 

The results differed, however, in that the ζ potential calculated by Gross 
and Williams (5) from the measured SP was independent of concentration, but 
that calculated by Pienkowski and Pollack (6) from their measurements did de­
pend on concentration. Furthermore, Pienkowski and Pollack observed a sign 
change in ζ potential for high NaCl concentrations and viscosities, which was 
not observed by Gross and Williams. However, taken as a whole, these studies 
indicated that the dependence of stress-generated potentials on ionic concentra­
tion, on viscosity, and on pH and hydration was consistent with a streaming 
rather than a piezoelectric hypothesis. Piezoelectric fields may, however, be 
generated locally, resulting in local displacement currents with relaxation times 
on the order of microseconds, which are not measured macroscopically (6, 7, 9, 
16). 

Macroscopic Streaming Potentials and Currents of Normal 
Cortical Bone. SPs generated by bending bone have been measured across 
bovine (5, 6, 28-31% equine (28), human (6, 29, 32), canine (33, 34), feline (35), 
rabbit (36), rat (37), and sheep (38) bone in vitro, and across canine (32, 34, 35, 
39), feline (36), rabbit (37, 40), and sheep (41) bone in vivo. Although most SP 
measurements have been conducted in vitro, SP measurements in vivo (35, 36, 
38, 39) indicate that differences between in vitro and in vivo measurements are 
small. 

Otter (36) quantitated the difference between SPs measured in vivo and in 
vitro. SP magnitude for normal intact canine cortical bone was similar in vivo 
and in vitro when normalized to strain difference across the cortex, whereas SP 
normalized to periosteal strain was 4 to 7 times larger in vitro than in vivo 
(Figure 2). A slightly slower increase with bending frequency, and faster decay 
time in vivo compared with in vitro, may be related to (1) modification of or­
ganic matter in bone pores, (2) different electric or fluid boundary conditions on 
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Figure 2. SP normalized to periosteal strain as a function of frequency for SPs 
measured in vivo across intact bone cortex and SPs measured at the same sites 
in vitro across strips of bone cortex. (Reproduced with permission from refer­
ence 4L Copyright 1992.) 

the bone surfaces (e.g., with soft tissue vs. with no soft tissue), or (3) vascular 
pressures in vivo. 

SPs in response to a step load typically look like a decaying exponential in 
time, whereas SP magnitudes in response to sinusoidal loading increase with 
frequency monotonically toward an asymptote (on a linear scale) near 10 Hz 
(Figure 2). SP phase relative to bending, for sinusoidal loading, decreases mono­
tonically from π/2 radians at low frequencies toward zero near 10 Hz (28-30). 
Typical SPs measured across normal intact cortical bone at or above 10 Hz are 
on the order of a few μΥ/με (where strain is assessed on the sample surface) in 
vitro (28, 29, 33, 41) and slightly less in vivo (33, 41). Thus, for maximum 
physiological loads, on the order of 2000-3500 με (41), fields across bone cor­
tex would be on the order of 10 mV/cm. Field magnitudes in vivo might be 
much smaller because of current shunting through the soft tissues. 

Streaming currents have been measured across normal intact and healing 
cortical canine bone (42). Current densities normalized to periosteal strain are on 
the order of 1-10 ηΑ/(με·αη 2). Thus, for maximum physiological loads, current 
densities would be on the order of 1-10 μΑ/cm 2 . 

Pulse-related SPs, apparently generated by physiological variation in 
blood pressure, have also been measured across canine tibial cortex in vivo. The 
magnitude of these potentials is on the order of 7 μν for cortical canine bone or 
23-35 μΥ/cm for a typical cortical thickness of 2-3 mm (43). 
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Macroscopic Streaming Potential and Current Dependence on 
Bone Structure and Composition. Macroscopic electrokinetic fields 
depend on bone matrix and fluid composition and on matrix structure. Herein the 
focus wil l be on changes that occur under physiological conditions, such as dur­
ing bone growth and maturation, healing, and remodeling and in osteoporosis. 

SP magnitude varies as bone matures (37) and may also vary with bone 
age after maturation (44). Pollack et al. (37) measured SPs, generated by spike 
loading using four-point bending, across opposite sides of femurs from rats of 
different ages. SP normalized to periosteal strain increased with rat age by ap­
proximately a factor of 4 between 7 and 13 weeks and then did not significantly 
increase further between 13 and 21 weeks. Bone geometry also changed during 
this same time period, such that SP normalized to periosteal strain and cortical 
thickness increased by less than a factor of 2 between 8 and 13 weeks. Subse­
quently, Spirt and Pollack (44) found that ζ potential of rat femur, as assessed by 
particle electrophoresis, decreased from 1.5 to 6 months and then increased be­
tween 12 and 24 months. Thus SP may vary with age because of changes in 
bone geometry, ζ potential, and bone microscopic structure. 

Several studies indicate that SPs, although measurable across healing 
bone, are smaller than those of normal bone and tend to increase with healing 
stage, when measured in vitro (33, 45, 46) or in vivo (33, 46). Steinberg et al. 
(45) measured SPs in vitro across rat femurs, following osteotomy and healing 
and subjected to variable loading rates. SPs increased from 0.08 mV at 3 weeks 
to 1.13 mV at 16 weeks and were smaller than the 6.53 mV measured across 
normal intact bone. Strain differences between femurs, however, were not re­
corded. 

MacGinitie et al. (33) measured SPs at the site of healing drill holes in the 
cortex of canine tibia after 2,4, or 12 weeks of healing both in vivo and in vitro. 
SPs were measured in vivo, using a modification of the method of Otter et al. 
(41), and in vitro across cortical bone strips subjected to four-point bending, at 
frequencies between 0.1 and 30 Hz. SPs were smallest for drill holes 2 or 4 
weeks after surgery, were somewhat larger for drill hole sites 12 weeks after 
surgery and for the adjacent remodeling bone (ipsilateral controls), and were 
largest for normal intact bone (contralateral controls) both in vivo and in vitro 
(Figure 3). Bone impedance of drill holes relative to control sites varied in a 
manner similar to SPs, such that SP normalized to bone impedance was similar 
for all sites. SP magnitude tended to increase less rapidly with bending fre­
quency for healing and remodeling sites (drill holes and adjacent bone) com­
pared to control sites as assessed by several measures (fit of frequency parame­
ters to models for SP generation, increase in SP magnitude over the last decade 
of frequency, and phase shift over the first decade of frequency). 

Cochran et al. (46), in a follow-up study, measured SPs generated by sinu­
soidal bending at the callus of healing gap osteotomies in canine tibia in vivo, 6 
or 12 weeks following surgical creation of the osteotomy. SP magnitude was 
greater on the callus relative to an adjacent remodeling cortical bone site when 
the callus was immature and flexible. For more mature rigid callus, SP at the 
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A 
^ 1.5 

Figure 3. SP normalized to periosteal strain as a function of frequency of bend­
ing for SPs measured in vivo (A) and in vitro (B) across normal intact cortical 
bone (•), remodeling cortical bone adjacent to healing drill holes (·), healing 
drill holes 12 weeks after surgery (A), and healing drill holes 2-4 weeks after 
surgery (•). (Reproduced with permission from reference 33. Copyright Liebert 
1993.) 

callus was smaller and more like the SP measured at the adjacent cortical bone 
site. SP normalized to surface strain was somewhat, but not statistically, smaller 
for the callus (0.11 ± 0.11 μΥ/με) than for the porous adjacent cortical bone 
(0.16 ± 0.11 μν/με). Linear regression showed that SP normalized to strain for 
both callus and adjacent cortical bone sites tended to increase with decreasing 
porosity. SP vs. frequency of bending was variable for both callus and adjacent 
electrode sites. 

The difference in bone structure and composition between osteoporotic 
and normal cortical bone results in smaller SPs with shorter relaxation times. 
Otter et al. (46) studied the effects of disuse osteoporosis on SPs using a canine 
tibia model. Disuse osteoporosis was produced by surgically removing a seg­
ment of the Achilles tendon, dividing the patella tendon, and then maintaining 
the foot in dorsiflexion by bandaging for 12 weeks following surgery. SPs for 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

8

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



8 MAcGiNrnE SPs and Piezoelectric Potentials in Connective Tissues 133 

the more porotic disuse bone were slightly but significantly smaller than for 
normal intact bone. The relaxation time for SPs generated by bending osteopo­
rotic bone was also significantly shorter than for normal control bone (a result 
implying that SP magnitude increases more slowly with bending frequency). 

Corcoran et al. (47a) compared the ζ potential of osteoporotic human 
bone (as assessed by clinical examination, cortical thickness, and Singh index) to 
normal bone by using particle electrophoresis. The ζ potentials were larger, al­
though not significantly larger, for osteoporotic bone. This measured increase in 
ζ potential suggests that measured SP magnitudes should be larger for osteopo­
rotic bone because SP is proportional to ζ potential. However, because SP also 
tends to decrease with bone porosity, as observed in healing bone (33, 46) and 
osteoporotic bone (47b), the effect of a change in bone porosity may prevent 
measurement of an increase in SP magnitude due to an increase in ζ potential. 
The increase in ζ potential may be a response to compensate for the increase in 
porosity. 

In addition to examining how physiological changes in bone structure and 
composition and fluid composition alter SPs, a number of investigators have 
used various treatments of bone in vitro, and administration of various agents in 
vivo, to explore the relation between bone structure and composition and SP 
generation. Treatments in vitro to alter bone structure and composition have in­
cluded boiling (37, 48), formaldehyde (Formalin) fixation (37), and deminerali-
zation or digestion (48-51). Treatments in vivo to alter bone structure have in­
cluded administration of β-aminopropionitril (BAPN) during bone growth (37). 
Other studies suggest that SP magnitudes are affected by changes in the double-
layer interface due to fluid composition both in vitro (5, 6, 30, 48, 51-54) and in 
vivo (34). 

Microscopic Potentials and Models of SP Generation in Bone. 
Although tissue-level fields have been measured under a variety of conditions, 
the microscopic, cellular-level fields are less well known. Two approaches for 
determining fields at the cellular level are microscopic measurements and mod­
els that relate the macroscopic fields to bone anatomic structure. 

Microscopic measurements are the most direct approach for determining 
fields near cells. Iannacone et al. (55) and Starkebaum et al. (56) measured mi­
croscopic SPs on the polished bone surface of fully hydrated samples tested in 
four-point bending and in compression. These SPs were observed to have a 
nearly symmetric cusplike dependence on distance from the Haversian canal, 
with local fields 1-2 orders of magnitude greater than the macro fields. The sign 
and magnitude of the cusps depended only on the macro stress for four-point 
bending (56). A n abrupt change in magnitude was observed at cement lines. P i ­
enkowski and Pollack (6) found that microscopic fields measured on the bone 
surface depended on fluid concentration in the same manner as macroscopic 
potentials. One drawback of these measurements is that potentials measured at 
the surface may not be the same as potentials within the tissue. 

Microscopic measurements have not yet been made within the bone ma-
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trix. Thus models relating macroscopic fields to bone structure and composition 
are essential to determine microscopic field magnitudes. Furthermore, such 
models may enable prediction of fields for different bone structure and compo­
sition. 

A number of models that have been developed relate SP generation to 
bone fluid spaces. These spaces include Haversian canals (radius R « 10-100 
μπι), canaliculi (R « 0.05-0.1 μηι), and interstitial matrix spaces (R « 100-600 
Â) (15, 28, 29). Some models have assumed (5, 57, 58) that macroscopically 
measurable SPs arise from fluid flow within the canaliculi. Others have proposed 
(59, 60) that SPs arise from flow to the bone surface through a homogeneous 
interstitial matrix porosity. Microporous space in fully mineralized bone has not 
been positively identified histologically, although electron microscopy has sug­
gested that fluid space exists in the matrix (61). Canaliculi have been clearly 
identified and have been shown to be partially occluded by cell processes in 
fresh bone (62). The largest "pores", Haversian and Volksmann's canals, either 
have been neglected in these models or assumed to play a role in fluid relaxation 
from the smaller pores and thus modulate measured SP magnitude and frequen­
cies (13, 63). To date, no single model can explain all experimental SP data. 

Gross and Williams (5) and Pollack et al. (57) developed microscopic 
models for SP generation by flow in canaliculi to the Haversian system. In both 
cases, the flow was assumed to be driven by compression of lacunar spaces. The 
model of Pollack et al. (57) incorporated the idea of flow to the Haversian sys­
tem and as a result explains the cusplike dependence of microscopic potentials. 
Neither of these models, however, can be used as a predictive model for macro­
scopic potentials, except in terms of proportionalities (e.g., to fluid properties 
such as viscosity and concentration). 

Salzstein et al. (59) developed a macroscopic biphasic continuum model 
for flow in small pores for rectangular bone samples in four-point bending. Spirt 
and Pollack (60) extended the Salzstein model to a cylindrical geometry to 
model SPs produced by loading the diaphysis of whole long bones. The model 
of Salzstein et al. (59) provided the first reasonable fits to macroscopic SP data 
as a function of frequency. Fits to SP data as a function of frequency were used 
to identify the radius [on the order of 105-350 Â (28) and 200-600 Â (29)] of 
the pores involved in SP generation. The size range suggested that these pores 
were interstitial pores. This estimate of the effective pore radius, R, is close to 
estimates (R < 200 Â) obtained by another method (30) and is consistent with 
pore radius estimates from the 0.1-3-s relaxation times for macroscopic SPs 
measured across cortical bone [R near 45 Â (37) and R « 0.1 μπι (64)]. How­
ever, the homogeneous model predicts that SP frequency response should de­
pend on sample thickness, contrary to experimental results (31). Frequency re­
sponse was independent of sample thickness for SPs measured across bovine 
bone strips in sinusoidal cantilever bending for thicknesses between 1 and 4 mm 
(31% and this finding supports an alternative hypothesis (64). 

Johnson (64) predicted that SP should be independent of sample thickness 
for thicknesses greater than the inter-Haversian distance, i f the fluid from small 
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pores relaxes to the Haversian system and then relaxes to the surface very rap­
idly via the Haversian system. This hypothesis, that fluid relaxes via Haversian 
canals, also could explain the faster relaxation time for healing, remodeling, and 
osteoporotic bone. The greater porosity (R < 5 μπι) visualized in these cases 
suggests, i f Johnson's hypothesis is correct, that shorter relaxation times are due 
to the shorter distance fluid must travel between resorption lacunae, Haversian 
canals, or the large fluid channels between the woven bone trabeculae. 

The homogeneous models of Salzstein et al. (59) and Spirt and Pollack 
(60) require, in addition, a no-flow boundary condition at the bone surface to 
obtain nonzero SPs, as postulated in another model (64) for measurements in a 
humid environment. For a no-flow boundary condition, there is a net pressure 
difference across a bone sample in uniform bending, and therefore nonzero SP. 
This no-flow condition may not be valid, especially in vivo, where soft tissues 
surround the bone. The alternative, a free-flow boundary condition, has been 
assumed to be valid (59) for fluid-covered bone. This alternative boundary 
condition results in no net pressure difference across a sample in uniform bend­
ing, so that for a homogeneous model there should be no macroscopic SP. The 
validity of the no-flow boundary condition has been argued for SP measure­
ments in a humidity chamber on the basis that the surface is not wetted, and 
capillary pressure wil l keep the fluid within the bone (59, 64). This hypothesis 
has some experimental support, in that Iannacone et al. (55) observed menisci in 
lacunae and Haversian canals at the bone sample surface during microscopic SP 
measurements. However, SP magnitude and frequency response are the same 
whether measured with an agar bridge contacting the bone, with a pool of fluid 
contacting the bone, or with an A g - A g C l electrode directly contacting a dry 
bone surface (65). Thus, either the no-flow condition pertains equally to a fluid-
covered surface, or models requiring this boundary condition are incorrect. 

Petrov et al. (63) developed a microscopic model for a homogeneous ma­
trix surrounding a Haversian canal. SP was calculated as a function of distance 
from the canal, based on the assumptions of zero pressure (instantaneous fluid 
relaxation) and zero potential in the Haversian canal, and no flow at the cement 
line. This model predicts an SP magnitude as a function of distance from the 
canal that is similar to microscopic measurements. 

Weinbaum et al. (58) developed a microscopic model in which flow in 
canaliculi around the cellular processes gives rise to SPs. This model is the first 
to explicitly take into account the cellular processes in the canaliculi. 

Kowalchuk et a l (51) developed a model for the bone interface, based on 
ζ potential measurements of bone and hydroxyapatite particles, in various fluids 
and following various treatments. The proposed bone-fluid interface consists of 
a bone substrate (including mineral and proteins), a stationary layer (including 
proteins and ions), and the bone fluid. The ζ potential is predicted to depend on 
all three components. 

To date, therefore, no macroscopic model has been developed that incor­
porates both SP generation due to flow through small pores, and relaxation via 
the Haversian system. The microscopic models to date cannot be used to predict 
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136 ELECTROMAGNETIC FIELDS 
macroscopic data and thus cannot be used to find microscopic field magnitudes 
from macroscopic measurements. 

Stress-Generated Fields of Trabecular Bone 
Wu et al. (66) measured SPs across moist cubes of trabecular bone in sinusoidal 
nonuniform axial loading and compared these with SPs of cortical bone under 
the same conditions and from the same specimens. Trabecular bone SPs were 
more than 1 order of magnitude smaller than the cortical bone SPs (approx­
imately 0.001 μν/με vs. approximately 0.3 μΥ/με at 20 Hz). Trabecular bone 
SPs also increased less rapidly with bending frequency than cortical bone SPs. 

Trabecular bone anatomy suggests that the trabecular bone SP frequency 
response should be similar to that of cortical bone SPs but that the SP magnitude 
should be smaller, because of the more porous structure of trabecular bone. Dis­
tances to the intertrabecular fluid space or Haversian canals within trabeculae are 
similar to the inter-Haversian distances in cortical bone (67, 68). Trabecular 
bone resistivity, however, is much smaller than cortical bone resistivity [ap­
proximately 0.2-1.0 k£>cm (69) vs. approximately 15-55 kQ-cm (70)]. If the 
intertrabecular spaces in trabecular bone contribute to fluid relaxation as the 
Haversian canals do in cortical bone, then SPs of trabecular bone (neglecting any 
contribution by the marrow) would have a similar frequency response but 
smaller magnitude compared with SPs of cortical bone. Thus, measured SP 
magnitude in trabecular bone is approximately as expected on the basis of tra­
becular structure, but the frequency response is not. Measured differences in the 
frequency response between trabecular and cortical bone SPs therefore cannot be 
explained in terms of fluid relaxation to the Haversian canals or intertrabecular 
spaces alone. 

Stress-Generated Fields of Cartilage 
SPs of cartilage due to hydrostatic pressure gradients were first observed by Ma-
roudas et al. (71). Subsequently, electric potentials were also measured in re­
sponse to tissue stress (72, 73). These stress-generated potentials were identified 
as SPs by Grodzinsky et al. (74), on the basis of their dependence on fluid con­
centration, pH, and the similar relaxation behavior of the electric potential and 
stress. Furthermore, following digestion with hyaluronidase to reduce the net 
negative matrix charge, the potential decreased. The SPs across disks of cartilage 
were then more fully characterized by Lee et al. (75) and Frank and Grodzinsky 
(76) for sinusoidal loading in confined compression, and by Kim et al. (77) for 
loading in unconfined compression. 

Macroscopic Streaming Potentials and Currents of Normal 
Cartilage* SPs generated by compressive loading of articular cartilage are 
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Figure 4. SP magnitude and phase as a function of frequency of compression 
across a cartilage disk in 0.001 MNaCl The line indicating theory is the fit ob­
tained using the model of Frank and Grodzinsky; kg is the ratio of the electroki-
netic coupling coefficient to the electrical conductivity. (Reproduced with per-
mission from reference 82. Copyright Elsevier 1982.) 

larger than those generated across bone, whereas the frequency response (Figure 
4) is similar in shape to that of SPs generated by bending bone, although the 
characteristic relaxation time is longer. SPs of cartilage in physiological saline 
increase monotonically with frequency in the physiological loading range be­
tween 0.001 and 20 Hz. A t the higher frequencies (e.g., near 10 Hz), SP magni­
tude is on the order of 20 μΥ/με for confined compressive sinusoidal loading of 
plugs of articular bovine cartilage 1 mm thick (75). SP phase relative to dis-
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placement decreases monotonically with frequency from a value less than π/2 
below 0.01 Hz toward an asymptote near zero at higher frequencies. The charac­
teristic relaxation time, τ = l2IHkk, where / is a characteristic length, HA is the 
bulk modulus, and k is the permeability, is on the order of 10 min (78) for 
1-mm-thick cartilage disks, compared with 0.1-3 s for cortical bone. Streaming 
current (SC) densities on the order of 1 μΑ/cm 2 were measured for compressive 
sinusoidal loading of bovine articular cartilage plugs approximately 800 μιη 
thick in 0.005 M NaCl [for 10 me, near 1 Hz (76)]. Because theory predicts that 
SCs should not depend on NaCl concentration (assuming that ζ potential is in­
dependent of NaCl concentration), similar currents should be expected at 
physiological saline concentrations. Frank and Grodzinsky (76) predicted that in 
vivo currents would be 50-100 times higher because of lower impedance at the 
articular surface in vivo compared with measurement conditions. 

Macroscopic SPs of Osteoarthritic and Enzymatically Digested 
Cartilage. SPs have been measured for cartilage taken from a rabbit model 
for osteoarthritis, and following digestion by trypsin or chondroitinase A B C to 
model the proteoglycan (PG) loss that accompanies osteoarthritis. Hoch et al. 
(79) measured SPs of articular cartilage disks cored from rabbit knee joint fol­
lowing meniscectomy and subjected to a 0.1-Hz sinusoidal compression. The SP 
of osteoarthritic-like knee cartilage compared with control cartilage followed the 
same trend with time after surgery as the mechanical stiffness and glycosami-
noglycan (GAG) content, as assessed by uronic acid assay. Lee et al. (75) meas­
ured SPs of articular bovine cartilage in confined compression before and after a 
6-h digestion with trypsin to remove G A G and noncollagenous protein. SPs de­
creased to approximately one-third the initial value following digestion by tryp­
sin for 6 h. Frank et al. (80, 81) similarly observed that SPs generated by sinu­
soidal compression of cartilage disks decreased with time as these disks were 
digested using trypsin, chondroitinase A B C , and hyaluronidase. SPs were <20% 
of the initial value after 12 h in trypsin. SPs were approximately 60% of the ini­
tial value after 20 h in chondroitinase A B C , which can remove approximately 
85% of the chondroitin sulfate. SPs were approximately 80% of the initial value 
after treatment with hyaluronidase, which disaggregates PG aggregates. These 
experiments demonstrated that the matrix charge responsible for SP generation 
in cartilage is primarily due to PGs. 

Microscopic Potentials and Models of SP and SC Generation in 
Cartilage. SPs have not been measured on a microscopic level, as have SPs 
on the surface of bone. However, the models developed for SP generation in 
cartilage have been relatively more successful at predicting cartilage electroki­
netics than have those for bone. Macroscopic models (75, 82% based on whole-
tissue properties, and a model based on the microscopic structure of cartilage 
(83) have been developed. 

Frank and Grodzinsky (82) modeled SP generation in cartilage in con­
fined compression using an assumed poroelastic homogeneous matrix, similar to 
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the model for SP generation in bone by Salzstein et al. (59). Because cartilage is 
relatively homogeneous and isotropic compared with bone and is avascular and 
therefore lacks the canalicular and Haversian structure of bone, this assumption 
more closely approximates cartilage structure than it does bone structure. For 
this cartilage SP model, tissue properties were obtained from independent meas­
urements of the mechanical properties, conductivity, and fixed charge density of 
cartilage. Subsequently, models for tissue property dependence on pH and ionic 
strength were developed to predict SP dependence on these parameters (84). 
This electrokinetic model provides a good fit to experimental data. Thus, from 
this model, the local currents (fields) can be estimated. For SP measurements in 
confined compression, a porous platen was used for the top surface, whereas an 
impermeable surface was used for the bottom surface, to mimic the articular and 
cartilage-bone surfaces in vivo, respectively. Thus, fluid flow is greatest at the 
articular surface, and therefore fields are expected to be greatest in this top layer. 
On the basis of the model of Frank and Grodzinsky (82), current densities as 
high as 1 mA/cm 2 (77) may exist near the surface of cartilage under physiologi­
cal loading conditions. 

Stress-Generated Fields of Tendon 

Stress-generated potentials of dry tendon were first measured by Fukada and 
Yasuda (85) and were attributed to piezoelectricity. Subsequently, Anderson and 
Eriksson (27) measured potentials for hydrated tendon and suggested that the 
potentials in the hydrated case were SPs because these potentials decreased to 
zero near pH 4.7. This pH value was identified as the isoelectric point, the pH at 
which the ζ potential changes sign, by measurement of electrophoretic velocities 
of tendon particles. Gross and Williams (5) confirmed the observations of A n ­
derson and Eriksson. 

Summary 

SPs in response to stress are common to many biological tissues. They have been 
observed in response to imposed stress or pressure gradients across bone, carti­
lage, and tendon, as well as other tissues. Piezoelectric fields have been posi­
tively identified only for dry tendon and bone, although these fields may still 
contribute under physiological conditions. Typically, the magnitude of tissue-
level SPs in bone is on the order of 1 μ ν / μ ε in vivo and in vitro. Local magni­
tudes may be higher because microscopic measurements indicate that SPs de­
pend on distance from the Haversian canals. Current densities for maximum 
physiological loading are on the order of 1-10 μΑ / cm 2 . The magnitude of tissue-
level SPs in cartilage is somewhat larger, on the order of 10 μν / μ ε . Local cur­
rent densities may be as large as 1 mA/cm 2 in the upper layer of articular carti­
lage. Thus, i f external fields must induce currents near the physiological range to 
modulate connective tissue behavior, external fields must produce fields on the 
order of 1 μΑ / cm 2 in bone to 1 mA/cm 2 in cartilage. The structure and composi-
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tion of the matrix, and interstitial fluid modify SP magnitude and frequency of 
both bone and cartilage. In cartilage, PGs contribute the negative matrix charge 
responsible for SPs at physiological pH, and thus molecular interactions can also 
modify SPs. SP measurements, combined with models, can therefore elucidate 
the structure, composition, and molecular interactions of connective tissues. 
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Electric Stimulation of Protein Synthesis 
in Muscle 

Martin Blank 

Department of Physiology and Cellular Biophysics, Columbia University, 
New York, NY 10032 

Research on biological effects of electromagnetic (EM) fields has fo­
-cused on changes in biosynthesis as a key to relevant cellular 
mechanisms. Cells exposed to EM stimuli show changes in biosyn­
-thetic patterns that are similar to the changes caused by known 
stresses, such as heat shock. This similarity suggests that weak EM 
fields stimulate the stress response, which comprises the normal 
protective mechanisms found in all cells. This chapter considers EM­
-stimulated changes in biosynthesis in the context of research on 
chronic electric stimulation of biosynthesis in mammalian muscle. 
The studies on muscle, especially the frequency dependence of spe­
-cific protein synthesis, suggest possible molecular mechanisms in 
EM stimulation. 

Electromagnetic Stimulation of Biosynthesis 
Living systems are composed of many charged species, such as ions and poly-
electrolytes, so it is not surprising that externally applied electric fields can af­
fect reactions within cells. Because environmental electromagnetic (EM) fields 
induce currents inside cells, at appropriate intensities they too should affect bio­
logical processes in cells. 

In recent years, concern about environmental E M fields has grown as 

0065-2393/95/0250-0143$12.00/0 
©1995 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

9

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



9 

Electric Stimulation of Protein Synthesis 
in Muscle 

Martin Blank 

Department of Physiology and Cellular Biophysics, Columbia University, 
New York, NY 10032 

Research on biological effects of electromagnetic (EM) fields has fo­
cused on changes in biosynthesis as a key to relevant cellular 
mechanisms. Cells exposed to EM stimuli show changes in biosyn­
thetic patterns that are similar to the changes caused by known 
stresses, such as heat shock. This similarity suggests that weak EM 
fields stimulate the stress response, which comprises the normal 
protective mechanisms found in all cells. This chapter considers EM­
-stimulated changes in biosynthesis in the context of research on 
chronic electric stimulation of biosynthesis in mammalian muscle. 
The studies on muscle, especially the frequency dependence of spe­
cific protein synthesis, suggest possible molecular mechanisms in 
EM stimulation. 

Electromagnetic Stimulation of Biosynthesis 
Living systems are composed of many charged species, such as ions and poly-
electrolytes, so it is not surprising that externally applied electric fields can af­
fect reactions within cells. Because environmental electromagnetic (EM) fields 
induce currents inside cells, at appropriate intensities they too should affect bio­
logical processes in cells. 

In recent years, concern about environmental E M fields has grown as 

0065-2393/95/0250-0143$12.00/0 
©1995 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
00

9

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



144 ELECTROMAGNETIC FIELDS 
many biological effects have been reported. The published proceedings of the 
First World Congress on the subject (1) contain an up-to-date cross section of 
these studies. One effect, a change in normal biosynthetic processes in cells, has 
been demonstrated (2, 3) in several laboratories and with different types of cells. 
Evidence from clinical studies, which reports improved growth and healing with 
E M fields (4), indicates that the fields cause an acceleration of biosynthetic 
processes. Data from epidemiological studies, which show that the probability of 
developing leukemia in children increases with exposure to E M fields from 
power lines, may also be related to changes in biosynthetic processes. 

Because much of the evidence in these studies was obtained using trans­
formed cells in culture, damaged tissue, or cancer cells, the mechanisms by 
which E M stimulation leads to changes in biosynthesis might appear to involve 
unusual or unnatural pathways. This chapter, however, examines studies on the 
biosynthetic effects that result from chronically stimulating normal living tissue, 
or more specifically, changes in mammalian muscle composition that are due to 
repeated electric stimulation by nerves or electrodes. These data raise the pos­
sibility that E M fields interact with parts of cells that normally respond to elec­
tric stimuli, and in some cases the response system may even be optimized for 
this purpose. Related effects are presented elsewhere in this volume by Bassett 
on bone repair and by Sisken on soft tissue healing. The demonstrated effects of 
repeated stimulation on learning in the central nervous system will not be dis­
cussed in this chapter because the relation between electric stimuli and biosyn­
thetic responses is not as well documented at the molecular level (5) as in mus­
cle. 

EM Stimulation as a Cell Stress 
Changes in protein synthesis, stimulated by low-frequency E M fields, have been 
analyzed in Sciara coprophila salivary gland cells using two-dimensional gel 
electrophoresis. The many proteins synthesized in a cell have been separated 
according to molecular weights (MW) and isoelectric points (pi), and the 
amount of each protein has been determined. Analysis of protein distribution 
curves for mass (percent mass vs. MW) and charge (percent mass vs. pi) in dif­
ferent ranges of M W and pi , and comparison of the proteins under control con­
ditions to those of cells exposed to E M fields or to sudden high temperatures 
(i.e., heat shock) indicate that both magnetic and thermal stimuli lead to similar 
cellular responses (6, 7). Both stimuli change the percent mass distribution 
around 30 and 70 kDa in similar ways. In the pi distribution, both shift p i peaks 
from 5.8 to 6.3 and show a new peak at 7.1. Increased levels of transcripts for 
the heat-shock protein hsp70, which are found in the EM-stimulated samples at 
normal growth temperatures (8), indicate that a characteristic stress protein is 
turned on by both stimuli. According to these results, the magnetic field is ap­
parently interpreted by the cell as a stress, and the system responds via the 
stress-response mechanism. 

The stress-response mechanism reacts similarly to increasing stimulus en-
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ergy of both 60-Hz E M fields (from 0.8 to 800 μΤ) and temperatures (from 20 to 
45 °C). Many similarities in the sequence of changes in the distribution of pro­
teins and in individual proteins are evident (7). At the highest intensity of each 
stimulus, the values return to the level of the control, which indicates that a 
similar response range was covered by both stimuli. Differences between re­
sponses to the two stimuli can be explained by acceleration of reactions at ele­
vated temperatures. E M fields appear to stimulate a natural pathway that is 
similar to the cellular response to sudden rises in temperature and other physical 
stresses. 

The observed similarities in the response system are surprising in view of 
the great differences in stimulus energies. Cells respond to E M fields at very low 
energy densities (7), about 10"7 J/m 3 for a 0.8-μΤ magnetic field, which is orders 
of magnitude lower than the 10 + 7 J/m 3 energy density for a 5.5 °C rise in tem­
perature at the thermal response threshold. Although responses to the two stimuli 
do not depend upon the energy input, the responses are graded with increasing 
energy for each individual stimulus. This grading would occur i f parallel sensors 
for the two stimuli fed into a common response pathway. 

The aforementioned studies on biosynthetic changes with E M stimulation 
were done on normal salivary gland cells of Sciara coprophila larvae. Similar 
studies on mammalian muscle would have distinct advantages, because a rela­
tively limited number of proteins are synthesized in muscle, and a relation has 
been found between the frequency of electric stimulation (using electrodes or 
nerves) and changes in muscle protein composition (9-12), Unfortunately, mus­
cle has not been studied in this context, and the literatures of the two research 
areas have not even been considered together. Because the related information 
on muscle can contribute to understanding molecular mechanisms in E M -
stimulated biosynthesis, I now briefly review the muscle studies and relate them 
to the Sciara experiments. 

Structure and Function of Skeletal Muscle 
Some information about the structure and composition of skeletal muscle is in­
cluded here to provide a framework for understanding the experimental results to 
be discussed. 

Muscle is an electrically excitable tissue that generates tension to produce 
or resist movement. It also generates heat as a result of the chemical reactions 
that occur during its function. This section considers skeletal (or voluntary) 
muscle, which is one of three different types: skeletal, cardiac, and smooth 
muscle. The structure of skeletal muscle is hierarchical. Each muscle is made up 
of muscle fibers (large, multinucleated cells), which are made up of bundles of 
smaller myofibrils, which in turn are made up of repeating units called sar­
comeres. 

The contractile properties of skeletal muscle can be understood in terms of 
the molecular structure. The sarcomere, the basic contractile unit of skeletal 
muscle, is composed of interdigitating thick and thin protein filaments. The re-
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146 ELECTROMAGNETIC FIELDS 
actions between the proteins on the thick and thin filaments convert A T P energy 
into tension or shortening, and the filaments slide together to increase the degree 
of overlap during shortening. The sliding-filament hypothesis has been used to 
explain tension generation and shortening by the interaction of myosin cross 
bridges (thick filament) with actin (thin filament) that results when the filaments 
slide past each other without changing their lengths. 

The thick filaments are made up of the protein myosin that consists of two 
heavy chains that form a twisted helix, and four light chains that interact with the 
two globular heads at the end of the helix. The globular heads have both an actin 
binding site and the adenosinetriphosphatase (ATPase) activity that is critical for 
converting chemical into mechanical energy. Myosin is made up of two 
subunits, heavy and light meromyosin, connected at a relatively flexible point 
that allows the heavy meromyosin to form a cross bridge to the thin filament. 

The thin filament contains the proteins actin, tropomyosin, and troponin. 
The two chains of F-actin (that activate the myosin ATPase) are arranged in a 
helix, and tropomyosin, a long rodlike molecule, lies in the grooves between the. 
two F-actin chains. Tropomyosin inhibits the ability of actin to interact with my­
osin. Troponin regulates the actin-myosin interaction, primarily through inhibi­
tion. Troponin has three subunits, troponin Τ (TnT; binds to tropomyosin), tro­
ponin I (Tnl; binds to actin), and troponin C (TnC; binds C a 2 + ions). When C a 2 + 

binds to TnC, it causes a conformational change that allows actin to interact with 
myosin. At rest, the C a 2 + concentration is approximately ΙΟ"7 M , and contractile 
activity is inhibited. Contraction is initiated by the release of C a 2 + that is seques­
tered and stored in the sarcoplasmic reticulum, a specialized structure found 
throughout muscle. 

When skeletal muscles are fully differentiated, they differ in function and 
composition. The basic design framework of skeletal muscle includes a number 
of muscle fiber types, which differ depending upon the specific protein isoforms 
(e.g., the different molecular variants of myosin) present: 

• fast-twitch, glycolytic fibers that are specialized for short-duration bursts 
of intense exercise mostly under anaerobic conditions (e.g., leg and arm 
muscles) and that contract rapidly in times as short as 7.5 ms. Examples 
of fast muscles that have been used in many studies are extensor digi-
torum longus (EDL) and tibialis anterior muscles in the leg. 

• slow-twitch, oxidative fibers that are specialized for sustained periods of 
isometric contractions of moderate intensity under aerobic conditions 
(e.g., leg and back muscles involved in posture) and that can take up to 
100 ms for one contraction. A n example of a frequently studied slow 
muscle is the soleus in the leg. 

These categories of muscle are overlapping; thus, for example, fast-twitch, oxi­
dative-glycolytic fibers have properties intermediate between fast- and slow-
fiber types, and many muscles contain mixtures of different fibers. Also, muscle 
function and composition can change with changes in innervation or stimulation 
rates, as the next section indicates. 
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Interactions between the thick and thin filaments are stimulated by electri­
cally induced signals from neurons. There are 100-3000 spinal motor neurons 
per muscle, and each innervates from 10 to 2000 muscle fibers. A given motor 
neuron innervates only one type of fiber, and the nerve properties are correlated 
with muscle fiber type. The maximum firing rate, cell body size, and axonal 
conduction velocity are greater in motor neurons that innervate fast fibers than in 
those that connect to slow fibers. Although the range of values is wide, fast fi­
bers are normally stimulated at rates in the range of 100 Hz and slow fibers at 
about 10 Hz. (Slow fibers, however, usually fire for extended periods of time, 
whereas fast fibers usually are active in bursts that occur at frequencies below 10 
Hz.) When a motor neuron fires an action potential, all of the innervated muscle 
fibers twitch in synchrony. 

Chronic Electric Stimulation of Protein Synthesis in Muscle 

Muscle mass is very dependent on electric stimulation for its development and 
integrity. In the absence of normal stimulation by nerves, or when nerves are cut 
and limbs are immobilized, disuse muscular atrophy results. For normal func­
tioning muscle, exercises at different speeds and levels of force can be used to 
develop specific muscles. Electric stimulation can lead to specific molecular 
changes. It can suppress certain muscle proteins while it enhances the synthesis 
of others. Also, the frequency of the stimulation has a great bearing on the spe­
cific proteins that develop and consequently on the contractile properties of 
muscle. 

Electric stimulation is apparently as critical in muscle development as in 
early development of all tissues. This relationship has been demonstrated in 
studies (9) on myogenin and myoD, two proteins that regulate genes for making 
muscle proteins during differentiation. In early development, the levels of these 
proteins are high, but they decrease when the nerves attached to the muscles start 
to produce action potentials. Eftimie et al. (9) showed that levels of coding by 
mRNA for the two proteins remain high in denervated preparations but that 
electric stimulation with electrodes (100-Hz trains of 1-s duration applied every 
100 s for 6 days) can depress the concentrations, as do normal nerve action po­
tentials. When electric stimulation is stopped, the transcripts coding for these 
proteins reappear. The changes that occur with myogenin and myoD appear to 
be specific because they do not occur with actin, which is unaffected by the level 
of electric stimulation. 

Mature muscle is also subject to structural and functional changes in re­
sponse to electric stimulation. A review by Pette and Vrbova (10) summarized 
much research on changes in skeletal muscle fibers due to chronic electric 
stimulation. Much of their work focused on the fast-to-slow transition in muscle. 
When the fast muscle E D L , normally stimulated at about 100 Hz, is stimulated 
at 10 Hz, each contraction is slower and resembles that of a slow muscle after 
several weeks. At the same time, compositions of some proteins change to re­
semble those of a slow muscle. A particularly graphic demonstration of this ef-
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feet can be seen in the changes of TnT (see Figure 1), in which the isoforms that 
are characteristic of the fast E D L change to those that are characteristic of the 
slow soleus after 82 days of stimulation at the slow rate (10 Hz, 12 h daily). Fre­
quency-dependent changes in other proteins have been described, but the re­
sponses are not usually so simple. Responses are also significantly different be­
tween species. 

Lomo (11) worked on both fast-to-slow and slow-to-fast transitions in 
muscle and demonstrated changes in contractile properties and protein composi­
tion of muscle due to chronic electric stimulation. The fast E D L and slow soleus 
muscles in rat are characterized by differences in their nerve stimulation rates 
and muscle contraction rates and in the ATPases on the heavy meromyosin 
(which determine the contraction rate). Experiments have shown (11, 12) that 
the nerve stimulation rate appears to control muscle composition and contraction 
rate. 

When the nerves to the two muscles are cut and interchanged so that the 
fast firing nerve stimulates the slow muscle and the slow nerve stimulates the 
fast muscle, the function and composition of both muscles change after several 
weeks. The fast muscle contracts more slowly, and the slow muscle contracts 
more rapidly. The changes in contraction time are shown in Table I. The slow 
muscle does not change with slow-frequency stimulation but speeds up with 
fast-frequency stimulation using nerve or electrodes. The fast muscle does not 
change with fast-frequency stimulation but slows down with slow-frequency 
stimulation. The slowdown of the fast muscle is not as marked as the speeding 

Figure 1. Changes in the distribution of troponin Τ (TnT) isoforms in a fast 
muscle [extensor digitorum longus (EDL)] as a result of stimulating it over a 
period of weeks at a slow frequency. Contr is normal EDL muscle; TnTtj-TnT4f 
are fast-type TnT isoforms; TnTls and TnT2s are slow-type TnT isoforms. Data 
are from Hârtner et al. (19). (Reproduced with permission from reference 10. 
Copyright 1992 Springer-Verlag.) 
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Table I. Average Muscle Contraction Times (ms) 
Type of Stimulation Soleus (Slow) EDL (Fast) 
Innervation 

EDL nerve (fast) 14.3 12.7 
Electrodes after denervation 

Fast pattern (150 Hz) 12.2 11.1 
Fast pattern (100 Hz) 15.0 11.0 

Innervation 
Soleus nerve (slow) 37.4 22.5 

Electrodes after denervation 
Slow pattern (20 Hz) 37.7 21.1 NOTE: EDL, extensor digitorum longus. SOURCE: Based on a table in reference 11. (Reproduced with changes with permission 

from reference 11. Copyright 1989.) 

up of the slow muscle. The changes in function are reflected in changes in pro­
tein composition. 

Studies of expression of different isoforms of myosin heavy chain (MHC), 
which contain the ATPase activity, show changes in composition that parallel 
the changes in contraction (12). The molecular changes, shown in Table II, indi­
cate changes after denervation and after different rates of stimulation. These data 
clearly show that the speeding up of the slow muscle occurs without the type 2B 
isoform that is characteristic of fast muscle. 

Both the E D L and soleus muscles can change their twitch-contraction 
times over a two- to threefold range in response to changes in stimulation fre­
quencies, but the changes in the M H C isoforms are not as marked. Neither E D L 

Table IL Relative Amounts of MHC Isoforms in EDL and Soleus Muscles 
Muscle Type and 
Stimulation %Type 1 %Type2A-2X %Type 2B 
EDL (fast muscle) 

Control 0.2 26.8 73.1 
Denervated 4.8 79.2 16.0 
Electrodes 

20 Hz 8.8 91.3 0.0 
150 Hz (every 15 s) 2.2 89.0 8.8 
150 Hz (every 15 min) 2.2 52.6 45.2 

Soleus (slow muscle) 
Control 96.9 3.1 0.0 
Denervated 78.5 21.5 0.0 
Electrodes 

20 Hz 93.7 6.3 0.0 
150 Hz (every 15 s) 25.0 75.1 0.0 
150 Hz (every 15 min) 15.7 84.3 0.0 

NOTE: MHC, myosin heavy chain. 

SOURCE: Reproduced with permission from reference 11. Copyright 1989. 
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nor soleus can express certain proteins characteristic of the other muscle, so the 
range of molecular adaptability has limitations. Most notably, the gene for the 
type 2B isoform, which constitutes 75% of the M H C expressed in the fast E D L 
muscle, appears to be downregulated in the slow soleus muscle. 

A number of other studies (13-15) have documented changes in the levels 
of different enzymes that also correlate with the rate of electric stimulation. For 
example, changes in lactate dehydrogenase appear to be correlated with aerobic-
oxidative capacity of the muscles (13). Changes in parvalbumin, a calcium-
binding protein that may be involved in muscle relaxation, also correlate with 
electric stimulation (14). In that system, changes for short-term stimulation (less 
than 5 days) are different from those for longer-term stimulation (up to 28 days). 
In addition, the response to electric stimulation differs among species (15). 
Many aspects of this subject, including molecular changes due to E M stimula­
tion, remain to be explored. 

Certain aspects of the electric stimulation process in muscle appear to be 
fairly clear. The changes in proteins are due to the frequency of action potentials 
and not to trophic secretions from nerve endings. This conclusion was reached 
by eliminating the nerves totally, stimulating with electrodes, and then showing 
exactly the same effect. Fast stimulation results in synthesis of proteins that are 
found in fast muscles, and slow stimulation leads to proteins found in slow 
muscles (11). 

Chemical changes associated with ionic fluxes during action potentials in 
muscle are apparently not as important as the frequency of the signals. When 
experiments are carried out with electrodes, stimulation can be easily controlled 
so that the number of action potentials during the slow (200 pulses at 20 Hz 
every 15 s) and fast (25 pulses at 150 Hz every 15 s) stimulation patterns are 
almost the same. In these experiments, the frequency (in hertz) appears to be the 
important factor in determining the pattern of proteins synthesized (//, 12). 

However, frequency is not the only factor. When stimulation is carried out 
at the rate of 25 pulses at 150 Hz every 15 min, or 60 times fewer impulses than 
the earlier fast pattern but at the same frequency, the changes are different (see 
Table II). The reason for this difference is not clear, but the changes may reflect 
a threshold in the total energy input per unit time or a difference between acute 
and chronic stimulation, as was noted in the changes in parvalbumin that corre­
late with the duration of electric stimulation. The parvalbumin system displayed 
slight increases during the first 5 days and larger decreases for longer terms. 

Electric and EM Stimulation 
In the studies on electric and E M stimulation of protein synthesis, I found no 
reports of a stress response in muscle following electric stimulation. A normal 
heat-shock response does occur in muscle, with the characteristic HSP70 and 
other proteins (16), but this response occurs after an acute thermal stress. The 
research literature on muscle has been concerned with the biosynthetic response 
to chronic electric stimulation. 
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A possible reason for the absence of a stress response is that muscle may 
respond differently to electric than to magnetic fields. This explanation does not 
appear to be likely. Preliminary unpublished studies (17) on rat gastrocnemius 
muscle suggest that acute E M stimulation (2-Hz square waves with 0.3-mT 
peak, repeated for 4 h) causes changes in protein similar to the stress-related 
changes measured in Sciara cells stimulated with 0.8-800-μΤ, 60-Hz sine waves 
for 45 min. Because the magnitudes of magnetic field used were comparable for 
the two systems, the similar changes in the molecular weight distribution and 
shifts in the isoelectric point distribution could be due to similar mechanisms. 

Acute and chronic stimulation in muscle may produce two different types 
of response. Apparently, the distribution pattern of proteins synthesized by 
muscle after acute stimulation is similar to the stress response in Sciara but very 
different from the biosynthetic response to chronic electric stimulation. A better 
understanding of the properties of the two responses and of the transition be­
tween them may be obtained from studies of the refractoriness of the stress-
response system, as well as the changes due to repeated stimulation. 

Studies with HL-60 cells and Sciara salivary gland cells show similar bio­
synthetic responses to physical stimuli of different modalities and widely differ­
ing input energies (6, 7). On this basis, the response mechanisms of the muscle 
cells are thought to be the same for both electric and E M stimulation. HL-60 
cells and Sciara salivary gland cells respond to 1000 times weaker magnetic 
stimuli than electric stimuli, and the electric currents in the muscle cytoplasm 
due to action potentials are in the range in which they should be as effective as 
the weak magnetic fields. 

The ability of muscles to synthesize stress proteins appears to be directly 
related to the types of fibers they contain (16). Slow fibers make HSP70 consti-
tutively, whereas fast fibers do not. This distinction may be an evolutionary de­
velopment to protect cells from overreacting to the high temperatures that can be 
reached in fast muscles when they contract rapidly. (The aforementioned 
changes in lactate dehydrogenase also correlate with the aerobic-oxidative ca­
pacity of muscles.) The response of the gastrocnemius muscle to acute magnetic 
stimulation suggests the presence of a significant concentration of slow fibers. In 
any case, both electric and magnetic fields appear to stimulate changes in muscle 
proteins. 

The chronic changes in muscle composition do not appear to be a stress 
response but rather are part of a functional adaptation to the pattern of repeated 
stimulation. Nevertheless, chronic control of muscle composition may occur via 
the same molecular mechanism: electric currents that flow through tissues when 
muscle membranes carry electric impulses. During action potentials, the eddy 
currents in the muscle cytoplasm pass around nuclei near the membrane, and 
repeated currents (depending upon the frequency) may possibly activate particu­
lar segments of D N A that result in specific proteins. It is difficult to imagine 
how weak currents or magnetic fields directly affect D N A chains, which are 
tightly wound and stabilized by bound histones into the compact chromatin 
structure. Clearly, the external fields do something to initiate or accelerate the 
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level of transcription and translation. Murphy et al. (18) showed that large elec­
tron shifts over a distance of 30 Â within a D N A molecule are possible. Electric 
and magnetic fields could affect such charge movements and possibly stimulate 
the transcription process in exposed segments of D N A . 

Frequency of Stimulation and Protein Synthesis 
The data for electric stimulation of biosynthesis in muscle tissue suggest the 
presence of a code that relates the frequency of stimulation to the synthesis of a 
particular protein. This code may reflect the activation of a particular promoter 
segment on the D N A in nuclei that is stimulated directly by magnetic fields or 
by induced currents. 

Studies of increased Na + /K + -ATPase activity in magnetic fields, described 
in another part of this book, suggest that magnetic fields affect charge transfer 
during the ATPase reaction. At normal operating temperature, the optimal en­
hancement of the reaction in a magnetic field at 60 Hz is very close to the meas­
ured rate of the enzyme. A similar correlation between optimum frequency and 
reaction rate has been seen in studies of HL-60 cells, in which an optimal en­
hancement of transcription occurs at a frequency of 45 Hz in stimulation by 
electric and magnetic fields (2, 8). This frequency value is in the range of R N A 
synthesis rates (bases per second) and suggests that magnetic fields may also 
have a direct effect upon the transfer of charge during the R N A polymerase re­
action. 

If the frequency determines the charge-transfer process stimulated, then 
selectively stimulating an individual response by choosing a frequency that ap­
plies only to that reaction should be possible. The spectral content of E M fields 
in the background and of the stimulating signal would have to be known. The 
correlation between magnetic field frequency and the rate of charge-transfer 
reactions offers great promise for clinical applications and for establishment of 
safety standards. 

Researchers in the field of chronic electric stimulation of biosynthesis in 
mammalian muscle have pointed out potential beneficial health effects. The 
same is true of research with E M fields. In the bone-healing studies mentioned, 
the E M signals were apparently stimulating muscle cells as well. Such chronic 
stimulation would undoubtedly have been important in overcoming the disuse 
atrophy (muscle tissue loss) that normally occurs in immobilized limbs. This 
stimulation probably played an important role in the healing process and con­
tributed to the observed efficacy of the medical intervention. 
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Epidemiologic Studies and Their Role 
in Identifying Potential Risks 
from Exposure to Electromagnetic Fields 

Genevieve M . Matanoski 

Department of Epidemiology, School of Hygiene and Public Health, Johns 
Hopkins University, Baltimore, MD 21205 

This chapter discusses primarily studies of populations with possible 
exposure to nonionizing radiation and diseases that appear to be as­
sociated with such exposure. The epidemiologic studies of residential 
exposure are reviewed for childhood and adult cancers, and con­
founding factors are discussed. The epidemiologic studies of occu­
pational exposure are reviewed for brain cancers, leukemias, and 
breast cancer. Finally studies of possible reproductive effects from 
electromagnetic fields are summarized. 

ELECTRICITY is AN ESSENTIAL PART of the human environment. Since the dis­
covery of electricity, humans have used this resource to heat their homes, to 

provide light for their daily living, to run the tools that simplify their work, and 
to power the equipment for their recreational activities. For more than a century, 
the use of power has grown with increasing population size and industrial devel­
opment. Scientists studied environmental effects from power use, but no one 
seriously questioned whether the exposure of humans to electricity was safe. 

In 1966 two Russian scientists (1) suggested that exposure to electricity 
associated with work in a high-voltage power switchyard could cause neurologi-

0065-2393/95/0250-O157$15.50/0 
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158 ELECTROMAGNETIC FIELDS 
cal effects in workers. Other scientists felt that any effects from nonionizing ra­
diation would result from heating, which would not occur with exposures at low 
frequencies. This position was supported by the fact that no risks had been seen 
in biological experiments except under conditions that generally caused heating 
of tissue. However, transient changes in physiological function such as heart rate 
had been noted (2). 

By the early 1970s, scientists in the United States began to question the 
possible damaging effects from extremely low frequency electromagnetic fields 
(EMFs). Initially, the emphasis focused on specific exposure scenarios related to 
government security activities. One involved the U.S. Embassy building in Mos­
cow where high levels of microwave flux densities had been detected. The 
speculation was that the Russians were trying to adversely affect the health and 
performance of Americans housed in the building. A review of the health status 
of these workers did not identify any serious illnesses (5). The microwaves were 
probably used to gather intelligence information. Concern arose as well because 
of a Navy communication system used to contact submarines (4). The antennae 
used by the system transmitted at low frequency and high power but at much 
lower electric fields than are found near high-tension distribution lines. The sci­
entists reviewing the preliminary studies suggested that the nonionizing E M F 
exposure appeared to increase stress and lower immune resistance (4). 

Research into the nonthermal effects of nonionizing radiation has ex­
panded rapidly in the past several years. The studies on humans (cited through­
out) have investigated both deleterious health outcomes as well as beneficial 
physiological changes in subjects exposed to electric and magnetic fields at dif­
ferent frequencies and strengths. Many patients have had deliberate exposure to 
EMFs for therapeutic purposes in bone and wound healing. However, this chap­
ter wil l discuss primarily studies of populations with possible exposure to non­
ionizing radiation and diseases that appear to be associated with such exposure. 

The uncontrolled studies of E M F exposures in humans suffer from the 
same criticisms common to most epidemiologic studies of chronic diseases: Ex­
posure assessment is imprecise because data must be collected retrospectively. 
With some exposures, this problem has not been a serious drawback because the 
exposures are unique and well-remembered, such as exposure to the atomic 
bomb detonation or a special drug therapy. However, humans are virtually sur­
rounded by nonionizing radiation in their daily living. In addition, scientists are 
uncertain at present whether all, some, or none of the components and configu­
rations of these fields can cause health effects. 

Studies of Cancer and Residential Exposures 

Childhood Cancers. Wertheimer and Leeper (5) conducted the first 
epidemiologic study of the possible association between E M F exposure and can­
cer in children in Colorado using cancer cases identified from death certificates 
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and controls selected from birth records. They coded residences according to 
electric wiring configuration and called the different configurations "wire 
codes". High-tension wires carry current at 50 kV, which is then stepped down 
at the substation and subsequently to primary distribution lines. At poles locally 
the current is further reduced to 110-220 V at a transformer, and secondary dis­
tribution lines carry currents to individual homes. The Wertheimer and Leeper 
study grouped wires by size assuming that wires larger in circumference carried 
more current. Wertheimer and Leeper reported an increased risk of childhood 
cancer associated with an exposure measure derived from the proximity of the 
house to "high wiring configurations". These configurations were defined as (1) 
homes less than 40 m from large-gauge primary distribution lines (primaries) or 
six or more "thin" primaries (small-gauge primary wires thought to carry lower 
current than the large-gauge wires); (2) homes within 20 m of three to five thin 
primaries or high-tension wires; and (3) homes within 15 m of "first-span" sec­
ondary wires that arose directly from a transformer without prior service drops. 
A l l other wiring configurations were considered to result in low-current expo­
sures. 

Measurements taken near the various wiring configurations and over 
plumbing sites where wires were grounded showed changes in magnetic fields 
that correlated weakly with the hypothesized gradient in exposure. The risks 
from high E M F exposure based on the wire code measure were about twofold or 
more for all cancers, leukemia, and brain cancer. The odds ratio (OR, an esti­
mate of the relative risk in exposed versus unexposed) was as high as 3.1 when 
only subjects with stable residences were included. 

The study was criticized for several reasons. The investigators classifying 
the wiring configuration knew the disease statuses of residents. However, subse­
quent blind reviews of the wire codes reportedly resulted in the same classifica­
tion as in the original study. The controls were selected from children born at the 
same time as the case and living as long as the case. These controls had to be 
contacted to locate residence and establish vital status, so the family had to re­
main in Denver, CO. The investigators did not collect in-house measurements to 
confirm whether measured E M F exposures would reflect presumed variations 
based on wire code. They provided little information on any confounding factors 
that might have influenced the risk of childhood cancer. Subsequent studies tried 
to improve on the exposure measures especially. 

Numerous studies (6-15) followed the original report of increased child­
hood cancers associated with residential exposures to EMFs. These studies fo­
cused on either risks of a single cancer or all cancers. The studies also used dif­
ferent methods of assessing exposure, including distance from power lines and 
substations as well as use of the wire code of Wertheimer and Leeper. In some 
cases, both a proxy exposure and a measured exposure were used to characterize 
the subject's electromagnetic environment. Studies on cancer in children have 
separately reported risks for the two common cancers in that age group, leuke­
mia and brain cancer. Other cancers in that age group are infrequent and are of-
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160 ELECTROMAGNETIC FIELDS 
ten reported as a group. The studies also can be divided by the methods used to 
identify exposure. 

The results of the studies of leukemia in children associated with E M F 
exposure using proxy measures (distance from the power lines or a wire code 
scheme similar to that of Wertheimer and Leeper) are shown in Table I. A l l of 
the studies compared the exposures of cases to those of controls that were se­
lected in different ways (5-14). Wertheimer and Leeper (5) used controls who 
had been born in Denver about the same time as the cases with leukemia. The 
Savitz et al. study (7) and the London et al. study (8) used controls selected by 
random digit dialing. In this design neither the cases nor the controls had to be 

Table I. Childhood Leukemia Related to Residential Exposure to EMFs 
Determined by Wire Code or Distance from Source 

No. of 
Study Cases OR 95% CI Comments 

Wire Code 
Wertheimer and 155 3.0 1.8-5.0 Residence at death 
Leeper, 1979 (5) 
Fulton et a l , 119 1.1 NR Al l addresses of cases, birth 
1980 (6) address for controls 
Savitz et al., a 97 1.5 0.9-2.6 Residence at diagnosis, positive 
1988 (7) trend with code 
London et al., 211 1.7 1.1-2.5 Longest residence 
1991 (8) 
NRPB* meta­ 1.4 1.1-1.8 Studies above 
analysis, 1992 (9) 

Distance from Source (<50 m compared to 50 m or more) 
Tomenius, 243 1.1 0.3^1.6 Source: 200-kV wires, electrical 
1986 (10) construction 
Coleman et a l , 1989 84 1.5 0.7-3.4 Source: substations, few 
(H) exposed to high-tension wires 
Myers et al., 180c 1.1 0.5-2.5 Source: substations, 
1990 (12) transformers, high-tension wires 
NRPB meta-analysis, 1.4 0.7-2.5 Studies above 
1992 (9) 
Lin and Lu, NR* 1.3 0.8-2.2 Source: power lines, 
1989 (13) substations, transformers 
Feychting and 38 2.9 1.0-7.3 Source: power lines 
Ahlbom, 1993 (14) 

"This study used revised wire code measure as reported in text. 
*NRPB is National Radiation Protection Board. 
CA11 nonsolid tumors are included. 
**NR indicates data not reported. 
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born in the city. Some controls in the London et al. study were friends of the 
cases with leukemia. Other studies used other cancers as controls (11). The 
Swedish study (14) used a nested case-control design that selected controls from 
the same cohort of individuals from which the cases were identified. The entire 
cohort consisted of people whose property was located within 300 m of any 220-
or 400-kV power lines. This type of design would increase the probability of 
exposure in the entire population. In fact, the latter three types of controls 
(friends, other cancers, and persons living near power lines) might be considered 
to be groups that would be closely similar to cases in regard to exposure. The use 
of any of these three types of controls might minimize risk. 

Some critics also questioned the use of controls selected by random digit 
dialing as in the Savitz study and some controls in the London study because 
these controls may differ from the cases in ways that could influence the appar­
ent risk as, for example, variation in socioeconomic factors. Some critics sug­
gested that some study designs, especially those using random digit dialing, dif­
ferentially increase the stability of controls compared to cases because cases can 
move after diagnosis of disease and controls are selected from the areas where 
cases were originally diagnosed. Other authors (16-18) suggested that differ­
ences in stability of cases and controls may explain the findings, and not E M F 
exposure. 

Familial stability is related to several characteristics such as poverty, fam­
ily size, ages of family members, type of dwelling, and, a factor very important 
in this situation, disease in the family. However, the data do not suggest that 
stability explains the findings, because when the association between leukemia 
and E M F exposure is based only on stable households, the risk increases in some 
studies (J), and when Savitz and Kaune (15) corrected for stability in multivari­
ate analysis, the risk persists. The fact that different methods were used to select 
controls in several studies that yielded similar results suggests that bias in con­
trol selection is not the best alternative explanation for the findings. However, 
there is no information about how the selection of controls may have influenced 
the results of these studies. 

The four studies in the upper half of Table I used the proxy measure of 
wire code similar to that used in the Wertheimer and Leeper study (5). The 
studies in the lower half used a proxy measure of distance from a power source. 
The advantage to both of these measures is that they do not require access to the 
dwelling but can be calculated on the basis of outside review of the home. Con­
sequently, more cases and controls had estimated exposures for at least one resi­
dence. Furthermore, cooperation of the families could not bias the results. The 
National Radiation Protection Board (NRPB) pooled the data from the two sets 
of studies shown in Table I and found the same odds ratio of 1.4 using either 
proxy measures, a result indicating an estimated 40% higher risk of leukemia in 
exposed residences, but only the wire code measure was significant. 

The odds ratio of 2.9 reported for the Swedish study (14) falls outside of 
the upper limit of the pooled odds ratios of the previous studies. That result may 
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162 ELECTROMAGNETIC FIELDS 
be due to the design of that study in which the residences of cases and controls 
were selected to be within a certain distance from power lines. This type of de­
sign may have controlled for other confounding variables related to a residence, 
much as occurs when matched controls are selected. Such a design could result 
in overmatching, which could dilute the risk. The high odds ratio reported in this 
study suggests this was not a problem. The range of odds ratios for all studies is 
from 1.1 to 3.0, with the best estimate being about 1.4. 

Table II presents the data from studies in which the risk of leukemia was 
estimated on the basis of household measurements of exposure (7-10, 14). These 
values usually represented spot measurements or 24-h measures, but none repre­
sent exposures measured over long periods. The results of the individual studies 
showed risks in some and not in others. The meta-analysis of these studies by the 
N R P B (9) indicated that the odds ratio was only slightly elevated at 1.2 and the 
confidence intervals included 1.0. The odds ratio is low and not significant, but 
the value is similar to that reported for proxy measures. Investigators have 
tended to agree that the measured values are more likely to reflect exposures in 
households than are proxy measures such as distance from power lines. How­
ever, all studies had problems because E M F measurements could be made only 
on a limited number of residences of cases and controls in the study. In addition, 

Table II. Childhood Leukemia Related to Residential Exposure to EMFs 
Determined by Measured or Estimated Values 

Study No. of 
Cases OR 95% CI Comments 

Tomenius, 243 0.3 0.1-1.1 Measured at door of residences 
1986 (10) at birth and diagnosis >3 mG 

compared to <3 mG 
Savitz et a l , 36 1.9 0.7-5.6 Average spot measures in 
1988 (7) several rooms, low power, 

residence at diagnosis >2.0 mG 
compared to <2 mG 

London et a l , 1991 164 1.7 0.8-3.6 24-h average in child's 
(8) bedroom, low power, >2.68 mG 

compared to <2.68 mG 
NRPB meta­ 1.2 0.7-2.1 Studies above 
analysis, 1992 (9) 
Feychting and 38 3.1 1.1-8.6 Calculated exposure based on 
Ahlbom, 1992 (14) model and average annual line 

currents over 28 years, level of 
>2 mG compared to <1 mG, 
adjusted for multiple variables 

24 0.6 0.2-1.8 Spot measures, same levels as 
comparison 
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some have questioned whether a lifetime exposure even for a young child can be 
represented by a single household measurement. 

Feychting and Ahlbom (14) helped to clarify some of the problems arising 
from different exposure estimation methods. The results reported for spot meas­
urements in the Feychting-Ahlbom study (Table II) showed no association be­
tween leukemia and these measures, even though a significant association ex­
isted between the distance from power lines and cancer in the studies using 
proxy measures as shown in Table I [OR 2.9, 95% confidence interval (CI) 1.0-
7.3]. The investigators estimated lifetime exposures using the location of the 
house in relation to power lines and the load that was carried on those lines dur­
ing each previous year of residence. These estimates represent the surrogate ex­
posures of subjects over their lifetimes. The investigators established the validity 
of their exposure model by testing it against spot measures and found a high 
correlation with present line loads and house location but not with previous lev­
els. The conclusion from these observations is that recent spot measures do not 
represent lifetime exposure. 

The calculated measure of exposure based on line loads over the child's 
lifetime showed a 3.1-fold excess risk of leukemia when the highest exposure 
level was compared to the lowest level. This recent method of assessing expo­
sure appears to be a helpful method of representing true lifetime exposures. 
However, similar data may not be available for other locations. The report does 
demonstrate that E M F exposure from residential sources may vary over time. 
Thus, the best exposure measure may be a proxy measure that integrates differ­
ential exposures throughout a lifetime. 

Savitz and Kaune (15) attempted to refine the wire code by using meas­
urements to improve the estimation. The new code eliminates some subclassifi­
cations of wire thickness and types of wire span that were present in the original 
Wertheimer-Leeper scheme. The new simplified code classifies residences 
within a 20-m distance from transmission lines or those with three-phase pri­
mary distribution lines as having high wire codes. The results of the analysis 
using the new code indicate odds ratios of 3.8 (95% CI 1.6-9.0) for leukemia 
and 2.4 (95% CI 0.8-7.6) for brain cancer after correcting for age, race, sex, 
mother's smoking, per capita income, year of diagnosis, and residential stability. 
Thus, refining the exposure increased the calculated risks of both leukemia and 
brain cancers, but the greatest effect was on leukemia cases where the risk now 
is significant. 

As in the previous studies, the re-evaluation of the data shows some evi­
dence of a dose response, but the odds ratio for the group with intermediate ex­
posure levels was not significantly higher than in the low wire code. Most of the 
risk appeared to be in cases diagnosed after 1980, the odds ratios being 7.1 (95% 
CI 2.3-22.1) for cases diagnosed in or after 1980 and 1.8 (95% CI 0.5-6.3) for 
cases before 1980. There was some difference in the level of association of leu­
kemia and high wire code by age, but the risk of brain cancer was highest in 
children aged 10-14 years. Females had a risk of leukemia associated with E M F 
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164 ELECTROMAGNETIC FIELDS 
exposure that was about 3 times that of males (for females, OR 7.0, 95% CI 1.9-
26.3; and for males, OR 2.4, 95% CI 1.0-6.0), but the ratios do not differ sig­
nificantly from each other. The risk of brain cancer with E M F exposure did not 
differ by sex. Because of differences in the method of ascertaining cases in the 
early versus the later time periods in the Savitz study and the small number of 
cases that were available in subcategories used to evaluate effect modifiers, the 
most reliable information from this study probably relates to the overall risks for 
leukemia and brain cancer corrected for confounding variables, as presented 
earlier. However, these other variables should be examined further in other 
studies. 

The Swedish study (14) noted that the risk of leukemia occurred only in 
single-family houses. Control for potential confounding variables did not change 
this relationship. There was no obvious reason for the difference. However, the 
calculated contemporary measurements were more similar to the present spot 
measures for single-family than for apartment houses. This finding suggests that 
wire codes or distances from transmission lines may not be as representative a 
measure of household exposure for an apartment dweller as for a person in a 
single-family home. This observation needs further study. The Swedish study 
also suggested that the risk is higher in recent periods rather than in the period 
20 years earlier. As noted, Savitz and Kaune (15) also found the apparent risk to 
be higher in recent years. Although the investigators had taken line currents into 
effect in the various time periods, these measures may not have taken into ac­
count all possible variations in the exposures in past time periods. Small num­
bers of cases or some unrecognized confounding factor also may account for the 
differences. 

Brain cancer is the second common cancer in childhood. The relationship 
of this cancer and exposure to EMFs has been studied in case-control studies 
similar to those described for leukemia. In fact, many of the same investigators 
have examined all cancers using the same study design (5, 7, 10, 14). Table III 
examines the data for several studies in which exposure is based on a proxy 
measure of distance from power source and wire code (5, 7, 10, 13, 14). The 
number of studies are fewer, but the strength of the association is higher, in the 
three studies in which associations were found. However, no association was 
found in two studies. On the basis of all studies, the odds ratio appears to be 
about twofold. 

Exact values of EMFs based on spot measurements or the calculated fields 
over all times of exposure in the Swedish study are shown in Table IV (7, 9,10, 
14). The results suggest that only the Tomenius study (70), among the three 
providing data, continues to show an effect. This finding indicates that the de­
termination of the risk of childhood brain cancers in association with E M F expo­
sure has the same problem as that seen for leukemia, namely, that the association 
between the cancer and E M F seems to be higher when a proxy measure of expo­
sure is used instead of a real measure of household magnetic fields. As discussed 
previously, Savitz and Kaune (15), in a recalculation of the risk based on a re-
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Table III. Childhood Brain Cancer Related to Residential Exposure to 
EMFs Determined by Wire Code or Distance from Source 

No. of 
Study Cases OR 95% a Comments 

Wire Code 
Wertheimer and 66 2.4 1.1-5.1 Residence at death 
Leeper, 1979 (5) 
Savitz et al.,fl 59 2.0 1.1-3.8 Residence at diagnosis 
1988 (7) 

Distance from Source (<50 m compared to 50 m or more) 
Tomenius, 294 4.0 0.9-27.0 Source: power lines, electrical 
1986 (10) construction 
Lin and Lu, NR 1.1 0.5-2.4 Source: power lines, 
1989 (13) substations, transformers 
Feychting and 33 0.5 0-2.8 Source: power lines 
Ahlbom, 1992 (14) 

a This study used revised wire code measure as reported in text. 

Table IV. Childhood Brain Cancer Related to Residential Exposure to EMFs 
Determined by Measured or Estimated Values 

Study 
No. of 
Cases OR 95% CI Comments 

Tomenius, 
1986 (10) 
Savitz et a l , 
1989 (7) 

NRPB meta­
analysis, 1992 (9) 
Feychting and 
Ahlbom, 1993 (14) 

294 3.9 1.2-17.3 Measured at door of residence, 
>3 mG compared to <3 mG 

25 1.0 0.2^4.8 Average spot measures in 
several rooms, low power, 
residence at diagnosis, >2 mG 
compared to <2 mG 

1.9 0.9-3.77* Studies above 

33 0.7 0.1-3.2 Calculated exposure based on 
model and average annual line 
currents over 28 years, levels 
>2 mG compared to <1 mG, 
matched analysis 

23 1.5 0.4-4.9 Spot measures, same levels for 
comparison 

•Correction of original value in report 
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166 ELECTROMAGNETIC FIELDS 
vised Wertheimer-Leeper wire code, found an odds ratio of 2.4 when comparing 
the high- to the low-configuration wire code, a value similar to what had been 
reported originally but with wider confidence intervals that include 1.0. The 
number of cases with complete information for the new classification are fewer 
than in the previous report. 

A study of the possible risks of childhood cancers from residential E M F 
exposure in Denmark was reported by the Danish Cancer Registry and was 
summarized briefly in a bulletin from the N R P B (18). Following the review of 
the original data and the Swedish and Danish studies, the N R P B concluded that 
the new studies were well-controlled and better than those previously reported, 
but the numbers of cases were small. Therefore, they concluded that, although 
"they do not establish that exposure to E M fields is a cause of cancer, they pro­
vide weak evidence to suggest the possibility exists". 

Adult Cancers. Wertheimer and Leeper (19, 20) duplicated their 
childhood study for adult subjects and reported an excess risk of all cancers of 
about 1.3 (95% CI 1.1-1.5) based on 1179 cases. However, following this ob­
servation, very few additional studies of the risks from residential exposure in 
adults have been done (11, 21-23). Those reported used different methods of 
assessing exposure, most including only proxy measures such as distance from a 
field source. The results focused on many different cancers and were reviewed in 
two recent documents (9, 24). The data do not indicate an association between 
all cancers or leukemia and E M F exposure in individual studies or in the report 
of the pooled studies (9). The recent study from Sweden (25) also examined the 
risk in adults and found no association between leukemia and E M F exposure. In 
summary, most studies of adult cancers have shown no risks from EMFs based 
on estimated exposures from place of residence. 

Confounding Factors. Not only have questions been raised regard­
ing whether inappropriate selection of controls may be causing the apparent as­
sociation between E M F exposure and childhood cancers, but also the incomplete 
investigation of possible confounding factors may lead to incorrect conclusions. 
Just because a person lives in a house near a specific electric field source does 
not necessarily mean that i f the person gets i l l that source is the reason for the 
problem. Other factors that are common to houses near power lines may increase 
the risk of leukemia or brain cancer. Some recent studies investigated these other 
possible factors. Increased traffic density near residences, which would imply 
exposure to gasoline combustion fumes, appears to increase the risk of childhood 
cancers in the same Denver population studied by Savitz and Feingold (26). 
Smoking of the parents and occupations of the father also might have increased 
the probability that the children were exposed to benzene or other hydrocarbon 
compounds that are thought to increase the risk of leukemia and brain cancer in 
adults. Savitz and Feingold reported a higher proportion of children with cancer 
having possible exposure to these chemicals than children without cancer. 
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10. MATANOSKI Identifying Potential Risks from EMF Exposure 167 

Savitz and Kaune (15) reported that exposure to EMFs based on the re­
vised wire code showed an association of the high wire code with leukemia and 
brain cancer in children independent of other confounding factors. Other studies 
(8, 14) investigated possible confounding factors, including socioeconomic vari­
ables, type of housing, and stability of population, and found that these factors 
do not account for the association that has been observed between residential 
proximity to power sources and the risk of childhood cancers. 

The problem is that little is known about the etiologies of leukemia and 
brain cancer, and so it is very difficult to be sure that there are not other con­
founding variables that should be taken into account. To be a confounding factor, 
the variable would have to be associated with power-line configurations and also 
associated with the risk of these cancers. Now that studies have been done in 
many different sites and populations, it becomes harder to imagine what factors 
might be common to both the E M F exposure surrogate measure and the outcome 
under all the various housing configurations in multiple locations. Still, such an 
explanation for the findings is possible, especially considering that the investiga­
tors have not been able to tie the risks to direct measured exposures. 

The study (8) in Los Angeles, C A , showed some association between leu­
kemia and the use of specific electric appliances. However, the leukemia risk 
appeared to be associated with high wire code independent of other exposures 
after appropriate corrections. There is no apparent explanation as to why chil­
dren living in proximity to field sources would have different personal activities 
within their residences than would children at other sites, especially after socio­
economic factors are taken into account. 

In summary, it is hard to conceive of a single confounding factor that 
could explain the apparent association between the E M F wire codes and child­
hood cancer that has been reported from so many different populations in diverse 
locations. However, confounding factors still could explain the finding i f they 
were virtually inseparable from the proxy measures of E M F exposure that are 
being used today. Investigators must continue to consider other explanations, 
especially as they investigate other locations, because the lack of association 
with measured levels still is a concern. 

Studies of Cancer and Occupational Exposures 

Brain Cancers. Early studies that attempted to associate exposures to 
electricity in the workplace and cancer classified occupations as exposed without 
verifying the fact of exposure. The investigators grouped occupations with pos­
sibly different types of electrical exposures into the same category. Most indi­
viduals in the studies were classified according to a single job used to represent 
the person's lifetime exposure. Thus, any relationship of a job title with electri­
cal exposure was based on conjecture. 

Milham (27), in one of the first studies that addressed the risks of expo­
sure to electricity in the workplace, focused on "usual" occupations as reported 
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on death certificates and used a proportional mortality ratio to determine whether 
an association existed between cancers and these jobs, which had been combined 
into electrical and nonelectrical occupations on the basis of presumed exposures. 
Multiple groups with different types of occupations were combined without re­
ported information on the specific characteristics of the electrical exposures. 

Subsequent research into exposures has suggested that, although many of 
the groups were exposed, the types of exposure differed in intermittency, inten­
sity, and frequency. Several groups called "nonexposed" actually have been 
shown, by using direct measurements, to have been exposed. Little is known 
about exposures in the past. Misclassification of exposure is usually thought to 
increase the probability that a real risk wil l be missed. However, although that is 
the usual situation, some unsuspected bias may have influenced the decision 
regarding the grouping of jobs and tasks used to assess exposure status, and thus 
created an artificially inflated or deflated risk. The more precisely investigators 
can identify the exposures, the more they can account for other potentially con­
founding exposures in the jobs, the more often the results of different studies 
show consistent results, then the more likely that the finding of an association 
between E M F exposure in the workplace and cancers represents a true associa­
tion. 

As seen in Table V , the earliest studies of possible relationship between 
E M F exposure and brain cancers included both Milham's study of proportional 
mortality using deaths from the United States or individual states or case-control 
studies using dead cases and dead controls (27-31, 34). Exposure was based on 
the job as recorded on the death certificate. The classification of exposed jobs 
differed from study to study. Only one of the early studies (29) confirmed the 
occupations of the deceased as reported on death certificates through interviews 
with the next-of-kin. Most of these studies suggested an association between 
brain cancer and jobs that might have had exposure to EMFs. The studies identi­
fied variation in risks by subgroups of presumed exposed jobs, but the high-risk 
occupational groups were not the same from study to study. Electronics workers 
and those who had exposure to radiowaves and microwaves were identified as 
high-risk occupations in some studies. Astrocytomas were associated with the 
highest odds ratios. The ratios ranged from 1.2 to 3.9. 

By 1989, investigators had begun to report studies in which information 
had been obtained from living cases and controls that increased the accuracy of 
the job information even though there still were no data collected on exposures 
for the jobs (32, 33, 35, 36). The study of Floderus et al. (37) in 1992 was the 
first case-control study that collected measurements of EMFs in a systematic 
way at those jobs identified by workers' histories. The studies of Tynes et al. 
(38) and Theriault et al. (39) also developed careful schemes to estimate the ex­
posures of the workers to EMFs, but these studies were done within an industry. 

In the studies that included data on all jobs, the total group of electrical 
workers usually did not show a significant increase in the odds ratio associating 
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Table V. Occupational Exposure to EMFs and Brain Cancer 
Related by Study Design 

No. of 
Study Exposure Cases OR 95% CI Comments 

Proportional Mortality Analysis 
Milham Electrical 101 1.2 1.0-1.4 

occupation 
1985 (27) onD.C' 

Case-Control Studies 
Lin et al., Electrical 951 2.2 1.1-4.1 Dead controls 
1985 (28) occupations with Gliomas and astrocytomas 

"definite" 
exposure; jobs on 
D.C. 

Thomas et al., Radio or 435 Dead controls, jobs 
1987(29) microwave identified by kin, jobs 

exposure classified by industrial 
hygienist 

1.6 1.0-2.4 RFandMW* 
2.3 0.7-2.5 Electronic and electric 

repairers, etc. 
4.6 1.9-12.2 Astrocytomas 

Magnani et al., Electrical worker, 432 1.3 0.7-2.5 Dead control 
1987(50 occupation on 

D.C. 
Speers et al., Electrical, 202 3.9 1.5-10.2 Gliomas only 
1988(31) electronic and 13.1 1.3-129.0 Utilities 

utility workers, 
occupation on 
D.C. 

ReifetaL, Electrical worker, 452 0.8 0.4-1.6 Other cancer cases 
1989(52) occupation at 

cancer registration 
4.7 1.7-13.6 Electrical engineers 
1.9 0.8-4.3 Electricians 

Preston-Martin Jobs by interview Neighborhood controls, 
et al., 1989(55) live cases 

Jobs 10+years 202 1.7 0.7-4.4 Gliomas 
— 10.3 1.3-80.8 Subgroup astrocytomas 
70 0.7 0.1-5.8 Meningiomas 

Loomis and Jobs on D.C, 16 2098 1.4 1.1-1.7 Dead controls 
Savitz, states 
1990(54) 

2.7 2.1-3.4 Electrical or electronic 
engineers and technicians 

1.6 1.1-2.4 Telephone repairers 
Lewis and Jobs by interview 375 0.7 0.4-1.1 All central nervous system 
Buffler, tumors 
1991 (55) 

Continued on next page 
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170 ELECTROMAGNETIC FIELDS 
Table V. Continued 

Study Exposure 
No. of 
Cases OR 95% CI Comments 

Ryan et al., Jobs by interview 110 0.8 0.3-1.9 Glioma 
1992 (36) 

60 0.9 0.2-4.1 Meningioma 
50 5.0 1.4-17.4 Females with cathode 

ray tube exposure 
Floderus et al., Jobs classified 258 1.4 0.9-2.1 Upper quartile to lower 
1992 (37) by measured quartile based on job 

exposures mean exposure 
52 1.1 0.5-2.2 Astrocytoma I—II 

Jobs by interview 191 1.5 1.0-2.4 Astrocytoma III—IV 

Case-Control Nested Within Cohort 
Tynes et al., Railway workers 39 0.82 0.38-1.78 
1994 (38) with estimated 

exposures over 
time 

Theriault et al., Electric power 108 1.54 0.85-2.81 Astrocytoma using highest 
1994 (39) workers exposures 90th percentile compared 

measured and to below median OR 12.29 
estimated in past (1.05-143.5) 

°D.C. stands for death certificate. 
*RF stands for radio frequency; MW stands for microwave. 

brain cancer and occupational exposures. The ratios for those studies (32, 33, 
35-39), as shown in Table V , vary from 0.7 to 1.7, and none are significant. 
However, these studies consistently indicate that, i f there is a risk of brain can­
cer, it is for the specific cancer, astrocytomas, especially in its most malignant 
form (35). A high risk occurred in the Los Angeles study (33) when the analysis 
was restricted to exposure to electrical jobs held for 10 or more years and occur­
rence of astrocytomas (OR 10.3, 95% CI 1.3-80.8). The study of Theriault et al. 
(39) showed a significant 12-fold excess risk of astrocytomas when persons ex­
posed at the 90th percentile were compared to individuals below the median (OR 
12.29, 95% CI 1.05-143.5). This high risk also contributed to the observed 
significant trend of increasing risk for increasing dose in this group. 

In the studies that examined meningiomas, there is no association between 
exposure to electrical jobs and the risk of this brain tumor. One study (36) re­
ported an odds ratio of 5.0 (95% CI 1.4-17.4) for women who had a cathode ray 
tube exposure, but this observation may have been the result of examining sev­
eral exposure subgroups, and further confirmation is needed from other studies. 
The NRPB, in examining the three new studies of occupational groups from 
Sweden, Denmark, and Norway, concluded that the addition of these studies 
suggested that, although industries with E M F exposure might have an increased 
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10. MATANOSKI Identifying Potential Risks from EMF Exposure 171 

risk of leukemia, the evidence did not suggest an increased risk of brain cancers 
(18). No studies indicated whether any observed excesses in the populations 
were "due to exposure to E M fields or to some chemical associated with the 
work" (18). 

In summary, the results of these studies suggest that, although studies us­
ing jobs on death certificates to classify exposure suggested some association 
between brain cancers and exposure in electrical occupations, this finding was 
not as strong when individuals reported on their personal work history in case-
control studies. However, when investigators examined the risks among sub­
groups of the exposed and specific histopathologic types of brain cancer, espe­
cially astrocytoma, the studies suggested an association between electrical occu­
pations and astrocytomas but not other brain tumors. If EMFs act as a promoter 
as has been proposed, an association of this exposure with the most malignant 
brain cancer, namely, astrocytoma III—IV lesions, might be expected. The argu­
ment that reported associations may be due to exposure to a confounding factor 
becomes less tenable as an explanation for the findings when multiple occupa­
tions with different exposures are combined as an exposure category to examine 
risk. The same confounding exposure factor probably is not present in all electri­
cal occupations. Selected subgroups of workers may have apparently elevated 
risks because of the specific characteristics of E M F exposure associated with 
that subgroup or an interaction between EMFs and another job exposure com­
mon to the group. These possibilities as well as the presence of an unrecognized 
confounding factor must be examined in future studies. 

Leukemia. The studies of leukemia in occupational settings (Table VI) 
include several proportional mortality studies as well as both population-based 
case-control studies and selections of cases and controls from within a cohort. 
Many of the early studies used occupation as identified from death certificates as 
in the studies of brain cancer (27, 34, 41). Later studies used either self-reported 
job histories in population-based case-control studies or jobs identified from 
work histories in studying cases and controls from within an industry cohort of 
workers (37-39, 42-49). Recent studies (37-39, 47, 49) attempted to measure 
exposures for the jobs listed in workers' histories. The Floderus-Persson study 
(37) used all jobs in the subjects' working lifetimes across all industries. The 
nested case-control studies (38, 39, 49) measured only jobs within an industry 
that had presumably exposed workers. Exposures to other jobs outside the indus­
try were not measured, and often few residential measurements were made. 

The results of both types of case-control studies and the proportional 
mortality studies of the association of all types of leukemia with E M F exposure 
are somewhat consistent, especially i f job titles are used to indicate exposure. 
Most studies, except for those of Loomis and Savitz (34% and Tynes et al. (38)9 

showed elevated odds ratios associating the risk of leukemia with E M F expo­
sure; ratios ranged from 1.2 to 3.2. In all but three of these studies (39, 44, 49) 
the elevated odds ratio indicates a significant association between the risk of all 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



172 ELECTROMAGNETIC FIELDS 
Table VI. Occupational Exposure to EMFs and Leukemia Related by Study Design 

Study Exposure 
No. of 
Cases OR 95% CI Comments0 

Proportional Mortality Analyses 
Milham 
1985 (27) 
Milham 
1985 (40) 

Robinson et al., 
1991 (41) 

Electrical 
occupation on D.C.6 

Amateur radio 
operators from 
license 
Electrical 
occupations on D.C. 

146 1.4 1.1-1.6 AL= 1.6 (1.3-2.1) 

24 1.9 1.2-2.8 AML = 2.9 (1.4-5.2) 
CML = 2.7 (0.7-6.8) 

183 1.2 1.0-1.4 AML = 1.1 (0.9-1.5) 

Case-Control Studies (Population-Based) 
Flodin et al. 
1986 (42) 
Pearce et al. 
1985 (43) 

Pearce 
1988 (44) 

Loomis and 
Savitz, 
1990(34) 

Cartwright et 
al., 1988 (45) 

Self-identified 
electrical worker 
Electrical workers 

Electrical workers 

15 electrical 
occupations from 
D.C. 

Electrical workers 
self-report 

Bastuji-Garin et Electrical workers 
al., 
1990 (46) 

Floderus et al., 
1992 (37) 

London et al., 
1994(47) 

self-report 

Jobs classified by 
measured exposures 

Interview 

Measured values of 
electrical and 
nonelectrical jobs 
Occupation at 
diagnosis 

59 3.8 1.5-9.5 AML only included 

456 1.7 1.0-3.0 Highest occupation 
groups 

8.2 1.5-44.7 Electronic assembler 
4.6 1.6-14.2 Radio repair 

534 1.4 0.7-2.7 AML = 1.2 (0.4-3.9) 
CML = 0.9 (0.1-6.4) 
CLL= 3.4 (1.3-8.9) 

3400 1.0 0.8-1.2 Dead controls (16 states) 
AML =1.1 (0.7-1.7) 

CNLL= 1.1 (0.8-1.7) 
ALL= 1.5 (0.7-3.4) 
CLL= 0.6 (0.3-1.1) 

1.3 1.0-1.7 Electrical and electronic 
engineers and electricians 

161 2.4 1.0-6.0 AML only included 

185 3.2 1.2-5.3 ALonly 

1.3 0.6-2.9 Welders 
Adjusted for all exposures 

250 1.6 1.1-2.4 Comparison upper to 
lowest quartile based on 
job mean exposure. 
Positive trend. 
AML =1.0(0.6-1.9) 
CLL= 3.0 (1.6-5.8) 
Cancer controls except 
brain. 
Ages 20-64 

2355 1.3 1.1-1.6 All leukemia; electrical 
occupations; ANLL, CLL, 
CML similar rates; dose-
response % time >25 mG; 
OR per 10-unit increase 

2.2 1.3-3.7 CML 
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Table VL Continued 

Study Exposure 
No. of 
Cases OR 95% CI Comments0 

Case-Control Nested Within Cohort 
Stern et al, 
1986(48) 

Matanoski et 
al., 1993 (49) 

Tynes et al, 
1994(35) 

Theriault et al., 
1994 (39) 

Shipyard workers, 
jobs on work record 

Telephone Co., jobs 
on work record 
classified by 
measured exposure 
Railway workers 
with estimated 
exposures over time 
Electric power 
workers, exposures 
measured and 
estimated in past 

53 

35 

52 

140 

3.0 1.3-7.0 Electricians: ML OR = 
2.3 (0.8-7.1), LL OR = 
6.0(1.5-24.5) 

2.3 0.9-5.3 Welders: ML OR = 3.8 
(1.1-11.5), LL OR = 0 

2.5 0.7-9.6 Positive significant trend 
for peak cumulated 
exposure 

0.72 0.37-1.40 

1.54 0.90-2.63 ANLL OR = 2.41 (1.07-
5.44); AML OR = 3.15 
(1.20-8.27) 

Summary of 10 Studies 
Savitz and 
Calle, 1987 (50) 

1.2 1.1-1.3 AL OR= 1.4(1.2-1.6) 
AML OR =1.5 (1.2-1.8) 

aABBREVIATIONS: ALL, acute lymphocytic leukemia; ANLL, acute nonlymphocytic leukemia; CLL 
chronic lymphocytic leukemia; CNLL, chronic nonlymphocytic leukemia; AML, acute myeloid 
leukemia; CML, chronic myeloid leukemia; AL, acute leukemia; ML, myeloid leukemia; LL, 
lymphocytic leukemia. 
*D.C. stands for death certificate. 

leukemia and possible E M F exposure in the workplace. However, the studies 
have not been consistent in identifying which type of leukemia is involved in the 
excess risk. Several studies showed an increased ratio for myeloid leukemia, but 
the studies of Pearce (44) and Floderus and Persson (37) suggested that chronic 
lymphocytic leukemia was associated with the exposure to EMFs. The nested 
case-control study of Stern et al. (48) suggested that the risk by type of leukemia 
might differ by occupation: Welders appear to have a risk of myelocytic leuke­
mia, and electricians appear to have a risk of lymphocytic leukemia. Tynes' 
study was conducted in railway workers exposed to 16.67-Hz fields, and this is 
one of the few populations among the case-control studies with no risk for either 
leukemia or brain cancer (38). 

The recent nested case-control study of Theriault et al. (39) from Canada 
includes cases of cancer in a cohort of about 200,000 workers in the electric 
power industry in Canada and France. Despite the large size of the cohort, the 
study has limited ability to show any effects because most of the cohort came 
from the electric power industry in France where workers could not be followed 
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174 ELECTROMAGNETIC FIELDS 
after leaving the industry. Thus, retirees could not be traced, and workers who 
may have left their jobs because of disease and then died wil l also be lost. De­
spite these limitations, the combined populations showed an odds ratio of 2.41 
(95% CI 1.07-5.44) for acute nonlymphocytic leukemia and an odds ratio of 
3.15 (95% CI 1.20-8.27) for acute myeloid leukemia within this group. This 
study measured current exposures for jobs, estimated changes in exposure over 
time, and classified individuals by the summed measures of their jobs. The odds 
ratios represent the estimated risks associated with exposure above a median of 
3.1 μΤ-years compared to below that level. However, the data have conflicting 
information because the risk is not consistent in all three utilities located in three 
different geographic areas. There was no risk of all brain cancers with occupa­
tional exposure in this population, although a comparison of the risk in persons 
in the upper 90th percentile of exposure levels to those below the median re­
vealed an increased risk for astrocytoma. No other cancers showed an associa­
tion with the exposure. 

London et al. (47) compared the occupational E M F exposures of leukemia 
cases and of other cancer controls excluding brain cancer identified in the Los 
Angeles County Cancer Registry for men aged 20-64 years. Occupations judged 
to have electrical exposure as noted in previous studies and a sample of 
nonelectrical occupations were measured using personal monitors on a sample of 
current workers employed in those occupations. Other exposures in these occu­
pations were estimated. The risk of all leukemia showed a weakly positive in­
creased risk with increase in average magnetic field exposure (OR per 10-unit 
increase, 1.2; 95% CI 1.0-1.5). The risk was slightly higher for chronic myeloid 
leukemia, especially when exposure was estimated on the basis of percent time 
>25 mG. 

In 1988 Coleman and Beral (51) reported on the studies of leukemia pub­
lished at that time, many of which are included here and in the cohort section 
that follows. The combined results of 11 studies of leukemia that had used dif­
ferent methods of study design, some of which are considered to offer more reli­
able results than others, suggested that the overall risk ratio was 1.18 (95% CI 
1.09-1.29). This meta-analysis indicated a small increased risk of leukemia in 
electrical workers as defined in these studies, and that risk was significant. The 
excess appeared to be higher for acute myeloid leukemia, the risk ratio being 
1.46 (95% CI 1.27-1.65). The data from England and Wales suggested that the 
risks of leukemia in these occupations might be higher in the recent time periods 
compared to the past. 

The case-control studies that measured exposures and applied these values 
to the jobs identified in workers' histories to determine a cumulated exposure 
also assessed whether there is a trend of increasing risk with increasing esti­
mated dose. In epidemiologic studies, the observation of a positive dose re­
sponse is considered strong evidence that an apparent association may be real. 
Floderus and Persson (37) reported an increase in risk with increasing level of 
exposure as measured by mean values and time above 0.20 μΤ for all leukemia 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



10. MATANOSKI Identifying Potential Risks from EMF Exposure 
175 

and chronic lymphocytic leukemia. London et al. (47) also reported a positive 
trend that was significant for all leukemia and for chronic myeloid leukemia 
when using an average measure of daily exposure or percent time spent above 25 
mG. 

The nested case-control study of utility workers by Theriault et al. (39) 
used the time-weighted mean exposures by job to calculate cumulated exposure 
and found positive dose-response trends for all leukemias, but the increase was 
not significant. Matanoski et al. (49) examined the risks of all leukemia except 
chronic lymphocytic leukemia in relation to several cumulated exposure meas­
ures and, using peak exposures cumulated over jobs and time, showed a signifi­
cant dose response. 

Thus, when measurements have been used to estimate risk, the data show 
some increase in risk with increase in dose, but the response is often not signifi­
cant, and the observed response differs by type of leukemia in different studies. 
Exposures characterized by intermittent high peaks show a stronger dose-
response relationship. More data are needed on measured exposures and differ­
ences in characteristics of the E M F exposures, such as peak exposures, to de­
termine whether an association between E M F exposure and leukemia exists. 

In summary, the studies of the association of leukemia with electrical jobs 
have shown some consistency in results. Many have shown an association, 
usually weak, between leukemia and presumed exposure to EMFs in the work­
place. When measurements have been obtained on exposures to EMFs, an in­
creasing risk with increasing level of exposures was reported by some (37, 47, 
49% but others have shown no trend (39% Questions still remain as to whether 
specific characteristics of E M F exposure that vary by occupation may also be 
associated with differences in risk. This topic, in turn, wil l raise further questions 
as to whether any observed risks specific to certain occupations are due to the 
E M F exposures associated with these jobs or some other factor common to that 
workplace. New studies must be large enough to examine the risks for specific 
types of leukemia. 

A l l studies of residential exposure to EMFs and leukemia in children 
represent predominantly one type of leukemia, acute lymphocytic leukemia, a 
type of cancer that is very rare in adults. Chronic forms of leukemia and acute 
myeloid leukemia are common in adults. Only one specific type of leukemia in 
adults might be expected to occur in relation to E M F exposure as, for example, 
ionizing radiation is specifically associated with myeloid leukemias. However, 
in studies of nonionizing radiation, the leukemia types reportedly associated with 
E M F exposures have varied. Another question that remains is why no risks are 
reported for specific occupational groups with different types of exposure to 
EMFs, for example, welders or workers exposed to the high-intensity electro­
magnetic pulsed fields used by the military (52% 

Finally, investigators have suggested that exposures to other substances on 
the job might be the explanation for apparent associations between leukemia and 
E M F exposure, but in most cases, the studies have not been able to adequately 
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176 ELECTROMAGNETIC FIELDS 
control for confounding exposures. The presence of other agents in the work­
place may create confusion in results because these agents interact with EMFs to 
cause cancer. A possible hypothesis is that different types of leukemia or cancer 
might occur depending on exposures to another agent as a chemical that initiates 
the cancer. EMFs would promote only the specific type of cancer that has been 
initiated, and the result would be different cancers in different work settings. It 
wil l be difficult to identify this sequence of events in epidemiologic studies. 

Cohort Studies of Cancers. Several cohort studies (53-63) of work­
ers in occupations that had potential exposure to EMFs have been completed. 
The investigations provide an opportunity to examine cancers at several sites, 
but many have reported only the results for selected cancers of interest, leukemia 
and brain cancer. Some studies included only specialized groups of workers who 
are likely to have electric field exposure, such as telecommunications workers, 
amateur radio operators, telephone workers, utility workers, and electrical engi­
neers. Others combined workers in multiple jobs with potential exposure to 
EMFs into a single cohort, such as Tôrnqvist et al. (59), Tynes et al. (60), and 
Guénel et al. (62). Diseases were identified by matching the cohort of workers to 
sources of death records or cancer registries. Some studies (56, 59, 60) compared 
the electrical workers to external populations. In these studies, the investigators 
examined the possibility that these workers' risks are different from those of the 
general population. In such cases, the workers usually are healthier than the gen­
eral group and excess risks of disease in workers would be unusual. Other inves­
tigators (57, 61, 63), compared workers with exposures to others in the same 
study population. In this situation, exposed workers must be identified and com­
pared to nonexposed workers. Errors in exposure classification may reduce an 
apparent risk. The latter type of analysis should produce similar answers to those 
of nested case-control studies. The results of these studies are shown in Table 
VII. 

The early studies reported only on the risk of brain cancer or gliomas in 
electrical workers or engineers (53-56). With the exception of the study of 
amateur radio operators (56), the other studies indicated no risks. The results of 
subsequent cohort studies varied, but in each the reported number of brain can­
cers was small and for most studies no excess risk was found. The cohort studies 
that examined the risks from leukemia generally showed an excess risk. 

The study of New York telephone workers (57) selected working groups 
who by measurement had higher exposure to EMFs. Only two groups of line 
workers were exposed, the cable splicers and the central office technicians, but 
the characteristics of exposures in these two groups were very different. Only the 
cable splicers were exposed to power-line currents. This group showed an excess 
of leukemia based on a very small number of cases. The workers included were 
all under age 65 years. With the exception of the Sahl et al. (61) and Savitz and 
Loomis (63) studies of utility workers, most other studies did not group workers 
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Table VII. Occupational Exposure to EMFs and Cancers Related in Cohort Studies 
Type of 

Study Exposure0 Cance? OR 95% a Comments 

OlinetaL, Electrical engineers Brain 1.0 0.1-3.7 
1985 (53) #= 1254 
Vagero et al., Telecommunications Brain 1.0 0.3-2.3 
1985 (54) #=2051 
McLaughlin et Electricians and Gliomas 0.9 0.7-1.1 
al., 1987(55) electronics workers 
Milham, Amateur radio Brain 1.4 0.9-2.0 
1988 (561 operators 
Matanoski et al., NY telephone Leukemia 7.0 - Cable splicers 
1989(57) workers 

Exposed line jobs Lymphomas 3.6 - compared to 
by measurements Brain 1.8 - non-line workers 
# = 4547 All cancers 1.8 (internal) 

Garland et al., U.S. Navy; electrical Leukemia 1.5 0.8-2.4 
1990(55) jobs by record 

# = approx. 400,000 
Tôrnqvist et al., Electrical 

occupations 
Leukemia 1.3 1.0-1.3 

1991 (59) #=19,170 AML 
CLL 
CML 

1.2 
1.1 
1.0 

1.0-1.6 
0.9-1.4 
0.8-1.4 

Tynes et al., Electrical workers Leukemia 1.4 1.1-1.8 
1992 (60) #=37,945 AML 

CML 
1.6 
1.5 

1.1-2.3 
1.0-2.1 

CLL 1.3 0.8-1.9 Leukemia by 
exposure in jobs 

Brain 1.1 0.9-1.4 Radio frequency 
Bladder 1.2 1.1-1.4 OR 2.9 (1.3-5.4) 
Pancreas 1.2 1.0-1.4 Heavy magnetic 
Larynx 1.4 1.1-1.8 1.8(1.1-2.8) 
All cancers 1.1 1.0-1.1 

Sahletai., Electric utility 
workers 

Leukemia 1.1 0.5-2.3 Internal cohort 

1993 (61) Cohort and nested 
case-control analysis 

Brain 1.1 0.4-2.7 analysis 

# = 36,221 Lymphomas 
All cancers 

1.3 
1.1 

0.7-2.3 
0.9-1.3 

Guénel et al., Electric workers Breast 1.4 0.2-4.9 No risk 
1993 (62) intermittent 

Intermittent # = Brain 0.7 0.4-1.0 No risks women 
154,000 
Continuous # = Leukemia 1.6 1.2-2.2 
18,000 
Danish occupational AL 1.6 0.9-2.6 
survey 

Other 1.7 1.1-2.5 
leukemia 

Continued on next page 
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178 ELECTROMAGNETIC FIELDS 
Table VII. Continued 

Type of 
Study Exposure" Cancer* OR 95% CI Comments 

Savitz and Electric power Relative risk Internal analysis 
Loomis, 1995 company workers, Ν in highest adjusted for age, 
(65; = 138,905 men exposure >4.3 calendar year, race, 

μΤ-years social class, work 
status (active or 
inactive), PCBsc 

and solvents 
Total 1.23 1.16-1.30 
mortality 

Measured TWA Total cancer 1.221 1.09-1.37 
exposures for jobs Leukemia .11 0.57-2.14 

Brain cancer 2.29 1.15 .̂56 
Dose-
response 
increase 
relative risk 
per μΤ-year 
Total 1.02 1.01-1.03 
mortality 
Total cancer 1.22 1.09-1.37 
Leukemia 1.11 0.57-2.14 
Brain cancer 2.29 1.15-4.56 

aN is the number of cases. 
^Abbreviations are the same as in Table VI. 
TCBs stands for poly(chlorinated benzene)s. 

into exposure categories based on measured values for the jobs. However, the 
studies except for these two showed small excesses of leukemia for workers in 
electrical occupations. In the Tynes et al. study (60), the excess was highest for 
the myeloid leukemias. These authors also indicated that the excess is highest for 
jobs associated with exposure to radio-frequency radiation and those jobs with 
exposure to high magnetic fields. 

The recent cohort study (62) of the risk of cancer based on data from the 
Danish Cancer Register used industry-occupation data collected 17 years previ­
ously and a classification for E M F exposure based on published reports. Guénel 
et al. (62) reported a significant increased risk of leukemia for men continuously 
exposed to magnetic fields [standardized incidence ratio (SIR), 1.64, 95% CI 
1.20-2.24] but no increased risk of brain cancer or melanoma. Women with 
electrical occupations were most frequently employed in the data processing 
field and had no increased risk of these cancers. Breast cancer was increased in 
men in occupations that allowed continuous exposure, but not significantly, and 
the observation was based on only two cases. There was no increase in women. 
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The two studies that showed no increase in leukemia with E M F exposure 
occurred in utility workers and used an internal analysis. The study of Sahl et al. 
(61) used measurements to classify jobs. However, for about 20% of workers 
who had left employment, no occupational history was available. The data using 
both a cohort and a nested case-control approach showed no association of elec­
trical jobs and leukemia, brain cancer, lymphomas, or cancers. 

In a large cohort study (63), 138,905 workers employed in the electric 
power industry between 1950 and 1986 were followed for all causes of death, 
and no excess of any cause was noted in comparison to U.S. mortality. Exposure 
to EMFs was characterized using an integrated daily-shift measure. Savitz and 
Loomis (63) used exposures and duration by job to estimate dose and calculated 
relative risk per microtesla-year. Brain cancer mortality increased with expo­
sures; the highest increase was in the group with exposures estimated for the 
period 2-10 years before disease, in which the relative risk increased 1.94 per 
microtesla-year (95% CI 1.34-2.81). 

Leukemia showed no increase with dose, but the relative risk was 2.50 
(95% CI 1.06-5.76) for electricians (the occupational group with highest mean 
magnetic field measure) with 20 years of employment. This cohort had a small 
but significant elevation of risk with dose for all mortality and for all cancers. 
This finding has not been reported in any other previous study. Brain cancers are 
an infrequent cause of death, and therefore the excess of this cancer cannot ex­
plain the all-cancer and all-cause excesses. Either one or more common causes 
of death may be increased, or the method of analysis of these investigators, 
which differs from that of other studies, may explain these observed excesses. 
The excess is small, but the result of even a small increase on total mortality or 
total cancers would carry a serious implication over a lifetime exposure, i f true. 

Tynes et al. (60) suggested that the workers may have excess cancers at 
other sites, such as the bladder, pancreas, and larynx. However, the lack of con­
sistent reporting of excesses of cancer at the same sites in other studies may 
mean that these are chance observations that have resulted from the examination 
of multiple cancer sites. 

In summary, the data from the cohort studies suggest risks of leukemia, 
except when electric power company employees are studied. In the largest recent 
study of power company employees only brain cancers, all-cause, and all-cancer 
mortality were increased. The observed differences in risk of electric power 
workers compared with other workers exposed to electric fields suggest that 
further information on specific characteristics of E M F exposures, such as peaks, 
intermittency of exposure, and frequencies, may be important. Other agents as­
sociated with work in these occupations may be important, as already suggested. 

Breast Cancer. A n unusual observation has been the reported excess 
of breast cancer in men working in electrical occupations (Table VIII). Because 
of the rarity of this cancer and good survival among men with the cancer, some 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



180 ELECTROMAGNETIC FIELDS 
Table VIII. Occupational Exposure to EMFs Related to Breast Cancer 

Study Exposure 
No. of 
Cases OR 95% CI Comments 

Males Only 
Matanoski et al., 
1991 (57, 64) 

Demers et al., 
1991(65) 
Tynes and Andersen, 
1990 (66) 

Floderus et al., 
1994(67) 

Females Only 
Loomis et al., 
1994 (68) 

Cohort: 
NY Telephone 

Co. 

Case-control 

Cohort 

Cohort 

Case control 
JobsonD.C.* 
Electric workers 

6.5 0.7-23.4 

227 

12 

27,882 

1.8 

2.1 

8.3 
4.3 

1.4 
2.2 

1.0-3.7 

1.1-3.6 

2.0-34.3 
1.6-11.8 

1.0-1.8 
1.2-4.0 

Compared NY State 
rates. Electromagnetic 
switching exposure jobs 
from personnel records 
Jobs by interview 

Highest ratio in electrical 
transport SIR 4.0 
(1.1-10.1) 
Engine drivers 
Railway workers 

68 cases exposed 
Ages 45-54 

*D.C. is death certificate. 

of the early studies of death certificates may not have examined this risk. Mata­
noski et al. (64% on the basis of a few cases, reported a risk of male breast cancer 
in the subgroup of telephone workers who were exposed to electromagnetic 
switching operations. Tynes et al. (66) reported an excess in electrical occupa­
tions, but the highest risk appeared to occur in those who were working in the 
railroad industry. 

The recent Floderus et al. report (67) of the Swedish workers suggested 
that the risk of breast cancer was eightfold among engine drivers in the first 10 
years of the follow-up after classification into job categories in 1960. The risk 
was high for the whole railway industry. The risk disappeared in later time peri­
ods, possibly because employment in the industry declined by 50%, so the 
worker classification in 1960 may not have been correct in later time periods. 
The investigators also suggested that younger workers may have higher risks. 
Floderus et al., in the same paper, reported a threefold excess risk of pituitary 
tumors in railway workers, a result that also may suggest hormonal effects from 
some exposure in this occupation. 

The Danish study (62) of a cohort of men and women potentially exposed 
to magnetic fields above a threshold of 0.3 μΤ reported a possible excess of 
breast cancer in men (SIR 1.22, 95% CI 0.77, 1.83) and no excess in women 
(SIR 0.96, 95% CI 0.91, 1.01). A population-based case-control study (65) in 
the United States reported excesses of breast cancers in males working in electri-
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10. MATANOSKI Identifying Potential Risks from EMF Exposure 181 

cal occupations, but these investigators did not describe a specific type of expo­
sure. One study (68) of women in electrical occupations reported on the risk of 
breast cancers and suggested a 1.4-fold excess risk, which is higher in the 
younger ages. This study, unlike the others, identified cancers through the use of 
death certificates. This approach introduces another factor into the risk, that of 
survival, because breast cancer is not a rapidly lethal disease. 

Railway trains in Norway, Sweden, and Switzerland may expose some 
workers to high levels of magnetic fields. These fields may be at different fre­
quencies than those experienced from power lines. In addition, the telephone 
workers who showed the risks of breast cancer had very unusual exposures to 
rapidly changing magnetic fields. This observation again emphasizes the need to 
search for the differences in exposure that may provide clues as to where the 
important etiologic factors may lie, including other exposures to confounding 
variables that may differ by specific occupation. 

The observation that men may develop breast cancer from exposures to 
EMFs is important because it supports a prior hypothesis regarding the mecha­
nism of E M F effects. Laboratory scientists have reported changes in melatonin 
in animals in the presence of EMFs (69a, 69b). These observations prompted 
Stevens (69c) to hypothesize that breast cancer might occur in excess among 
women exposed to high-power lines. Melatonin, which is secreted by the pineal 
gland, may influence the risk of breast cancer because it is a neurohormone that 
controls the day-night variation in estrogen as well as many other bodily func­
tions. The estrogen level is high in the day, and when melatonin secretion in­
creases in the evening, the level is reduced. Many cancer biologists believe that 
the risk of breast cancer is increased in the presence of unopposed estrogen. 
Hence, the theory would be that continued exposure to E M F might decrease the 
cyclic levels of melatonin and thereby cause continuous high levels of estrogen 
day and night and a consequent increased risk of breast cancer. Melatonin levels 
could exert an even more direct effect on the risk of breast cancer because labo­
ratory experiments have indicated (70) that this agent can suppress the growth of 
estrogen receptor positive breast cancer cells. 

Using cell systems, Liburdy (71) recently attempted to answer some of 
these questions directly. Liburdy's results indicated that E M F exposure will not 
increase the proliferation of breast cancer cells directly, but it wil l block the on-
costatic effect of melatonin on cells. The mechanism is unknown, but Liburdy 
suggested that it may act through a modulation of the signal transduction asso­
ciated with melatonin's regulation of cell growth. The effect may differ in breast 
cancer cells with and without estrogen receptors, but most of melatonin's effects 
have been observed in estrogen receptor positive cells. Male breast cancers are 
frequently estrogen receptor positive, but the cancers in females have different 
proportions of receptor-positive cancers depending on age. Therefore, the effect 
in females might be diluted because of these differences. 

The recent study of Floderus et al. (67) reporting an excess of pituitary 
tumors could be related to the melatonin theory as well because changes in hor-
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182 ELECTROMAGNETIC FIELDS 
monal feedback mechanisms are thought to be related to these tumors. Epide­
miologic studies may not have focused on these neoplasms because they are be­
nign and often not reported in cancer registries or on death certificates. Thus, 
they are rare tumors and difficult to follow in populations. 

Tynes et al. (60) reported an increase in soft tissue sarcomas in electrical 
workers. This increase may have been a chance observation, but, as the investi­
gator noted, it might also be related to changes in the melatonin regulation in the 
body. This neurohormone is known to influence the immune response. These 
cancers have also been related to immune function. These cancers are rare and 
difficult to identify in death records, and therefore investigators should begin to 
watch for these and other cancers that might be related to changing melatonin 
control of physiological function. 

Melanomas were reported in two studies of telecommunication workers 
and in other populations of workers who may have had E M F exposures as weld­
ers (72a, 72b). The infrequency of the observation and the importance of sun­
light exposure as a risk factor for this cancer make it difficult to place much 
weight on the reports. However, the observation needs further attention in future 
studies because laboratory evidence (72c) suggests that oral administration of 
melatonin can inhibit growth of melanomas in B A L B / c athymic mice. 

Other Exposures. Reports of cancers have occurred with other expo­
sures to nonionizing radiation under specific circumstances. Muhm (52) reported 
an increased risk of leukemia in workers who were exposed to rapid pulsed 
electromagnetic exposures and continuous-wave fields of 104 and 108 Hz. The 
exposure, which mimics the nonionizing radiation exposures from nuclear blasts, 
is very unusual, and the observation is based on only two cases. Barregard et al. 
(73) examined the risk of all cancers in chloralkali workers exposed to static 
electric fields and found no excess, but the population consisted of only 157 
men. Robinette et al. (74) examined the risks associated with exposures to radar 
and microwaves (74). The study had short follow-up, and the analysis could not 
identify any risks. 

Hi l l (75) reported on a study of the laboratory workers and professionals 
who originally developed radar equipment and found significant excesses of 
Hodgkin's disease and gall bladder and bile duct cancers. Because these sites 
have not been mentioned in other studies, the importance of the observations is 
unknown. The study of amateur radio operators (40) was discussed earlier. Dif­
ferences in health outcomes from exposures that vary from those associated with 
power lines may help determine whether specific characteristics or frequencies 
of nonionizing radiation exposures are associated with risks. 

Discussion of Findings 
The studies that examine the risks of cancer related to residential and occupa­
tional exposures to EMFs generally have identified increased occurrences of 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



10. MATANOSKI Identifying Potential Risks from EMF Exposure 183 

leukemia, brain cancers, and possibly male breast cancer. The residential risks 
have identified a possible association of brain cancers and leukemias in children 
with type of housing, but few studies of adults have indicated any associations 
with cancers. This result is not entirely surprising because children are likely to 
have had fewer residences before diagnosis of cancer than are adults. Therefore, 
there is less possibility of nusclassification of exposure to the residence of inter­
est. 

The exposure variable most likely to be associated with cancer is distance 
from a power-line source or a measure that takes the distance into account, as in 
the Swedish retrospective exposure assessment (14). A measure of the current 
magnetic fields in the home in all studies has been less likely to be associated 
with cancer. But recently measured fields may bear only a weak relationship to 
past exposures (14). The question that is raised is whether any other factor can 
be characteristic of a house situated near a power source that is a confounding 
variable associated with this type of residence. In Colorado, the two studies 
showed that the houses near sources with high-exposure wire codes were more 
likely to be near intersections (5, 7). It is not clear whether correcting for that 
variable would still leave a significant risk from EMFs. It is also not clear 
whether that characteristic would be common for sites other than Denver. The 
fact that the studies show consistent results regardless of the city makes it less 
likely that there is a common confounding variable for all residential studies. 
Meta-analysis suggests a small increased risk from all studies. The excess is 
significant only when the proxy exposure measure of wire code is used. 

The fact that the risk is small is not surprising. If all types of low-
frequency E M F exposures are associated with a risk, then both cases and con­
trols have the exposure, and any effect would be diluted. If only a certain type of 
exposure to E M F is related to a risk and it is not being measured using the cur­
rent exposure classification, then again the risk would be diluted. Finally, low 
risks also can indicate a measure that is not actually directly related to the risk of 
disease but is related to the true etiological agent, in which case E M F is just a 
confounding variable. At present, the findings in multiple studies of cancer in 
children and E M F exposure are not explained. 

The leukemias and brain cancers of children are usually acute lympho­
cytic leukemia and neuroblastomas, respectively. These are totally different cell 
types from leukemias and brain cancers that occur in adults. Yet the adult occu­
pational studies suggest an increased occurrence of leukemia and brain cancers. 
The leukemia cell type associated with electrical occupations originally appeared 
to be acute myeloid leukemia, but recent studies suggested an association with 
chronic nonlymphocytic and chronic lymphocytic leukemia. This lack of speci­
ficity in the type of cancer is disturbing because it suggests that the results may 
not represent a true association. 

Recent studies (18) have been more likely to identify an association with 
leukemia than brain cancer. When brain cancer is associated with exposures to 
EMFs in an occupation, the risk appears to be more likely to be associated with 
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astrocytomas. However, gliomas, of which astrocytomas are a subset, are the 
most common cell type in adults. The differences in cell type may simply be a 
reflection of the role of a promoting agent increasing the growth and malignancy 
of the cancer. Whatever cell type of cancer is initiated because of mutations 
caused by other agents, the presence of EMFs in the environment as well could 
be just increasing the risk. 

The major problem with the occupational studies may be the imprecise 
measure of exposure. Often the investigators in early studies combined jobs they 
presumed may have an exposure. However, measured exposures often classified 
jobs differently or showed marked variation in exposure within a job. Misclassi-
fication usually wil l dilute any apparent effect. The investigation of other poten­
tial exposures associated with the jobs has not been very complete. Conse­
quently, the observed effect could be due to some other exposure in the electrical 
workers' jobs. However, most investigators combined several occupations, so it 
is hard to imagine an exposure that is common to all of them. Of course, the risk 
may be common to only one job in the group, not all, and that job has the expo­
sure that causes the risk. Those investigators who based their risk estimates on 
jobs classified by measured exposures and those who did nested case-control 
studies within a potentially exposed cohort usually showed higher risk estimates. 
The odds ratios would be likely to increase in these situations i f the exposure 
classification were more accurate and other confounding factors were accounted 
for in the case-control design. The only exceptions have been the studies of 
electric power company workers whose exposures were measured, but one study 
reported no excess risks and the other reported excesses of total mortality, all 
cancers, and brain cancer. 

Reproductive Effects 

Examining reproductive risks from possible toxic exposures leads to a wide 
range of potential outcomes, from infertility to early or late fetal losses to con­
genital malformations. Even cancer at early ages may represent an intrauterine 
exposure to a toxic agent. In general the studies of possible reproductive effects 
from EMFs have not reported a full review of all possible adverse reproductive 
outcomes. The studies focused on exposures primarily to appliances such as 
electric blankets, electric heating units, and video-display terminals (VDTs). 
Some examined the effects from occupational exposures of the fathers. Many of 
the exposures, such as those of VDTs, are very different from the fields related 
to proximity to distribution lines. A n outcome of cancer in a child is certainly 
related to a different sequence of possible biologic mechanisms than an outcome 
of infertility in the parents. Despite these limitations of the studies, the public's 
concern over E M F exposure has focused on adverse reproductive events as well 
as cancer. 

Wertheimer and Leeper (76) investigated the risks to the fetus associated 
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with use of electrically heated beds and blankets. They reported an increase in 
length of gestation for infants of parents who had those devices in the home, but 
only when the infants were conceived during months when temperatures were 
low. They also reported that, in households using electrically heated beds, fe­
tuses conceived during colder months were more likely to end in spontaneous 
abortion compared to those in households with unheated beds. They did not 
confirm that the heating unit was actually used. 

The same investigators conducted a second study (77) in Oregon examin­
ing the ratio of spontaneous abortions to live births in households with ceiling 
heating according to month of the year. The overall proportion of spontaneous 
abortions was not higher for houses with electric heating in the ceiling, but the 
proportions were higher in the colder months, a result that the authors equated 
with greater use of heat. These studies were not well-controlled for other poten­
tial confounding variables that may be related to spontaneous abortion, and the 
methods of identifying populations for study was somewhat unusual (use of birth 
announcements and spontaneous abortions following live births). The findings 
do raise interesting questions. 

A recent study from Finland (78) evaluated the household measures of 
magnetic fields in cases of early pregnancy loss versus controls. The population 
was part of a study in which women who were attempting to get pregnant were 
enrolled prior to pregnancy and their levels of serum human chorionic gonado­
tropin were measured monthly to determine when a woman became pregnant 
and when the pregnancy ended. The pregnancies were classified as early losses 
i f the loss occurred before the pregnancy was clinically apparent. The women 
with cases of early pregnancy loss (EPL) were compared to controls with normal 
pregnancies within the same cohort. Magnetic field measurements were made of 
the residences at the time of participation in the study. The highest level of expo­
sure was associated with a 5.1-fold odds ratio, which was of borderline signifi­
cance, but there was no dose response. However, the numbers in the "high expo­
sure" category were very small. EPL is considered to be a sensitive indicator of 
embryonic damage from possible environmental hazards. 

In 1983, Nordstrom et al. (79) queried wives of current and former work­
ers in a Swedish electric plant about die outcomes of their pregnancies. Among 
the various pregnancy outcomes examined, the only difference observed was an 
excess of congenital malformations among offspring of workers exposed to 
high-voltage switchyard work. Several other studies (80-82) examined the sex 
ratio of children born to workers in the electric power industry and found con­
flicting results. Nordstrom (79) also suggested that men in the electric power 
industry may have relative infertility. The finding could be explained primarily 
by differences in fertility of switchyard workers. Examinations of radioelectrical 
workers showed (83) an increase, which was not significant, in azospermia and 
oligospermia.. 

The studies on the reproductive effects from both household exposures in 
women and occupational exposures of men do not lead to any conclusion about 
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186 ELECTROMAGNETIC FIELDS 
the reproductive risks associated with E M F exposures to 50-60-Hz fields. The 
data are very limited at present, so no firm conclusion can be drawn. 

Women in the workplace have increasingly been exposed to VDTs. The 
amount of exposure from low-frequency EMFs may differ by instrument, and 
the type of exposure is not the same as found from some other electrical work­
place exposures. Several studies (84-87) examined the risk of spontaneous 
abortion associated with the use of these machines and found no risk. Two addi­
tional studies (88, 89) did show a risk of spontaneous abortion and one (90) a 
risk of first-trimester abortion. Except for the study of Schnorr et al. (87), most 
of these studies used only time at a terminal as the criterion for exposure. Ma­
chines vary in level of worker exposure to EMFs; therefore, measurement of the 
machines' E M F output is an essential part of studies of these relatively short-
term outcomes. Exposure measurements may be difficult to ascertain for a 
chronic disease that occurs years after first exposure, but the data can be feasibly 
collected for pregnancy outcomes. 

A recent study (91) reported from Finland examined the risk of spontane­
ous abortion from exposure to VDTs in women employed in three companies. 
The particular models of terminals used in each company in each time period 
were tested to determine the level of exposure of the subjects. The use of VDTs 
in general was not associated with spontaneous abortions in a comparison of 
cases and controls. However, the odds ratio for spontaneous abortions in women 
exposed to the machines having high magnetic fields compared to those using 
the machines with the lowest exposure was significantly different. There was 
some suggestion of a dose response in the study. The investigators have cor­
rected their findings for other known risk factors for spontaneous abortion that 
might be confounding factors. 

The final group of studies regarding possible adverse reproductive effects 
from exposures to EMFs relate to the studies of the risk of brain tumor in chil­
dren in association with their fathers' occupations. Four studies (92-95) looked 
at this possible association. The number of cases is large, ranging from 101 to 
499. In the studies of Spitz and Johnson (92, 93) and Wilkins and Hundley (94), 
the occupations of fathers were identified from the birth certificates. The study 
of Nasca et al. (95) looked at both the occupation at birth and at death of the 
child as ascertained from an interview with the mother. In general, the studies all 
showed odds ratios that were about 1.6-2.0 but were only significantly elevated 
in some of the studies. The subgroup of electronics workers in two of the studies 
had the highest risk. Because the possible biological mechanism for risks to the 
fetus from a prenatal exposure of the father to EMFs are not clear, further studies 
are needed before accepting this apparent association. Control for other expo­
sures related to these occupations is needed. 

The data on reproductive hazards do not reflect any consistent pattern of 
results. The studies tended to focus on varying types of exposures, including 
occupational exposure to VDTs in women and electrical work in fathers. The 
adverse outcomes reported vary from cancer in children from father's exposure 
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to early pregnancy loss from household exposure of mothers. The mechanisms 
are not clear. The only outcomes for which there are several studies are those 
relating V D T exposure in women and spontaneous abortion. These seem to show 
no effect, although the recent study suggests that the investigations should have 
been looking at early pregnancy loss rather than clinically recognized abortion. 
There is a need for further investigation in this area. 
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Magnetic Field Exposure Assessment 

Robert Kavet 

Electric Power Research Institute, P.O. Box 10412, Palo Alto, CA 94303 

Epidemiology studies seeking to determine whether magnetic field 
(MF) exposure is linked to health outcomes, particularly cancers of 
specific types, have relied on a range of exposure assessment tech­
niques. For residential studies, a wire coding technique for categori­
cally classifying presumed exposure on the basis of the type and 
proximity of power line adjacent to study subjects' homes has been 
used in several key studies in the United States. Since its introduc­
tion, wire coding has been joined by other techniques in epidemiol­
ogy studies, involving direct measurements of fields in homes and 
personal exposure monitoring. Engineering research has identified 
outdoor power lines and residential grounding systems as important 
sources of residential MFs. Occupational studies initially relied on 
an intuitive relationship between job title and MF exposure. Here 
too, measurements of MFs on job sites and personal monitoring 
studies have enhanced our understanding of occupational exposure, 
particularly within the electric utility industry. Outstanding issues 
concern (1) the use of contemporaneous measurements for retro­
spective estimation of MF exposure, particularly when a substantial 
time has elapsed since the exposure of interest, and (2) the absence 
of a biologically based metric for characterizing the aspect(s) of MF 
exposure potentially relevant to health outcomes. 

VIRTUALLY EVERYONE IS EXPOSED TO MAGNETIC FIELDS (MFs). The question 
of whether exposure to magnetic fields in the extremely low frequency 

0065-2393/95/0250-0191$15.25/0 
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192 ELECTROMAGNETIC FIELDS 
(ELF) range, 3-3000 Hz, is a risk factor for cancer or other health outcomes has 
received significant attention worldwide (1-3). In pursuit of answers to this 
question, a number of important issues regarding M F exposure assessment have 
developed, and these constitute the subject of this chapter. Although E L F electric 
fields are usually produced by the same sources responsible for MFs, the em­
phasis of contemporary health-related research, both epidemiologic and experi­
mental, has focused on MFs. This chapter, accordingly, restricts its attention to 
MFs. 

In a generic sense, exposure assessment is vital at several points in the 
health-risk assessment process, which is shown in Figure 1. Certainly, one needs 
to know the population distribution of exposures to chemicals or physical agents 
that are considered hazardous. This knowledge, combined with dose- or expo­
sure-response characteristics, enables the estimation of the public health impact 
that results from exposure. 

Further upstream at the head of the risk assessment process is hazard 
identification, which "qualitatively answers the question of how likely an agent 
is to be a human carcinogen" (5). Quite often, the outcome of a hazard identifi­
cation for a chemical substance or physical agent depends, in large measure, on 
the results of epidemiologic studies. The quality of the exposure assessment 
component of epidemiologic studies can limit the interpretation of a body of 
epidemiologic evidence. This condition certainly applies to our ability to draw 
valid inferences about potential health effects from M F exposure. 

Several informative reviews of M F exposure assessment have been pub­
lished (6-8). This chapter emphasizes exposure assessment techniques and re­
sults and refers, in more general terms, to epidemiologic results. The chapter 
deals with three broad issues: 

1. How do the surrogate exposure measures used in epidemiology re­
late to the actual characteristics of MFs measured where exposure 
occurs (residence or workplace)? Surrogate measures have included, 
for example, physical characteristics of outdoor electric power lines 
formalized into a "wire code" or job titles for occupational studies. 

2. How do measurements taken today relate to exposures that may have 
occurred during proposed etiologic periods that are years or decades 
in the past? 

3. What aspect of field exposure, often called the "exposure metric", is 
related to biological effects that could lead to health consequences? 
For example, what is the importance of time-weighted-average 
(TWA) exposure over a period of years, or the frequency with which 
intermittent fields (changes in the steady state) are encountered over 
a similar time span? 
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Lab/Field 
Observations4 

Hazard 
Identification 

Dose/Species Do^Response 
Extrapolation*^ Assessment Ν 
Measurement 
& Modeling * 

& 

Exposure 
Assessment 

Risk 
Characterization 

(Public Health Impact) 

Figure 1. Elements of risk assessment. (Adaptedfrom reference 4.) 

Residential MF Epidemiologyf Wire Codes, and 
MF Measurements 

In their landmark case-control study of childhood cancer in the Denver, CO, 
area, Wertheimer and Leeper (9) introduced electric wiring configurations as a 
surrogate index for residential exposure to MFs. Because each residence was 
coded according to specific rules, the term "wire code" found general use as the 
term for a home's electric wiring configuration. Each subject's exposure was 
categorized on the basis of the type of electric utility wiring adjacent to the resi­
dence and the distance from that wiring to the residence. 

Several factors led Wertheimer and Leeper to pursue wire coding of elec­
tric utility lines to assess residential MFs in preference to direct M F measure­
ments. Perhaps the most practical consideration was that wire coding did not 
require resident participation. Unless the electric lines near the homes were 
modified over time or the homes were demolished, exposure assessment without 
intrusion was possible for cases and controls with verified addresses, and study 
size was maximized. Subsequent studies bore out this advantage when compar­
ing the size of wire-coded populations to the size that participated in residential 
measurements (10-12). Wertheimer and Leeper also surmised that, across the 
entire living space of a house, the outdoor electric lines and the associated 
grounding system were the dominant sources of long-term M F exposure. 

Wertheimer and Leeper used a dichotomous exposure classification, 
wherein subjects were classified as living in either high- or low-current configu­
ration (HCC or L C C ) homes. The H C C classification was based primarily on 
proximity to overhead transmission lines or three-phase primary distribution 
lines, although sufficient proximity to secondary lines coming directly from a 
transformer (i.e., prior to a service drop) also qualified as H C C . To support their 
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194 ELECTROMAGNETIC FIELDS 
classification method, Wertheimer and Leeper presented field measurements 
they had taken under various line types, but no measurements were taken inside 
the residences of study subjects. On the basis of cases between 1950 and 1973, 
they reported that childhood leukemia mortality, as well as childhood deaths 
from several other cancers, were associated with residence in H C C homes. 
However, the lack of residential M F data rendered this study difficult to inter­
pret. 

In the 1980s, Savitz et al. (10) conducted a study of childhood cancer in 
the Denver area, based on cases incident from 1976 to 1983 [i.e., same area as, 
but different cases than, Wertheimer and Leeper (9)]. Savitz et al. (10) used a 
five-tiered wire code, summarized in Figure 2, based on a refinement introduced 
by Wertheimer and Leeper (13) in a Denver-based study of adult cancer. In ad­
dition, to address a key methodological deficit of the Wertheimer-Leeper study, 
Savitz et al. took point-in-time (or "spot") measurements in as many study 

Figure 2. Summary of criteria for five-tiered Wertheimer-Leeper code. HCC 
andLCC are as defined in text. The prefix V means very, and Ο means ordinary. 
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homes as possible. The underlying idea was that direct measurement of the agent 
of primary interest should produce a stronger association with disease than 
would a wire code surrogate. The Savitz study produced several important 
results that stimulated markedly increased scientific interest in the MF-health 
issue: 

• A positive relationship was observed between wire code and average spot-
measured fields (Figure 3). (The average spot-measured field is the sum of 
the measurements recorded for each room within a residence divided by the 
number of rooms.) Using the arithmetic mean field data provided by Savitz 
(14% one can estimate that the wire code explained about 19% of die vari­
ability of the measurements across residences (arithmetic data are not opti­
mal because the measurements are right-skewed with more of a log-normal 
appearance). Furthermore, about 26% of H C C residences in the study's data 
set registered spot measurements greater than 2 mG [including 7 of 12 very 
H C C (VHCC) residences], whereas only 4% of L C C residences exceeded 
that value (15). 

• For the dichotomous H C C - L C C classification, Savitz et al. reported a sig­
nificant association of all cancers [odds ratio (OR) 1.54, 95% confidence 
interval (CI) 1.0-2.3] with wire code, and a statistically significant trend 
was reported for all cancers across the five wire codes. Among the individ­
ual cancers, brain cancer was significantly associated with H C C (OR 2.0, 
95% CI 1.1-3.8), and leukemia was suggestive (OR 1.5,95% CI 0.9-2.6). 

• For measured fields, the associations were generally (although not always) 
weaker and less robust, the latter owing to the smaller sample of study sub­
jects with M F measurements. 

Ν = 133 27 174 88 12 
10.00 τ — - = • ^ -

Magnetic 
Reld (mG) 

0.01 — —— , —.—— 
UG VLCC OUCC OHCC VHCC 

Wire Code 

Figure 3. Distribution of "low power" spot-measured fields by Wertheimer-
Leeper wire code in the study of childhood cancer by Savitz et al. (10). Low 
power refers to the power consumption within the residence minimized prior to 
the measurement. Ν is the number of residences. (Adaptedfrom reference 14.) 
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196 ELECTROMAGNETIC FIELDS 
On two occasions the Savitz data were reanalyzed on the basis of modifi­

cations to the wire coding scheme. First, Leeper et al. (16) reclassified HCC 
homes associated with secondary wiring. According to older practice, secondar­
ies were strung in an "open" (or clothesline) configuration with conductors a 
short distance apart; for more recent service connections, triplex wiring is used 
with the conductors "spun" together. Because of the relative electrical properties 
of open versus spun wiring, Leeper et al. anticipated and measured higher MFs 
for the open type. (Open secondaries offer greater electrical impedance than 
spun secondaries to ground currents "seeking" the utility neutral. Consequently, 
relatively more current in open secondary systems is diverted to alternate ground 
pathways. This causes increased current imbalance on the distribution line, 
which results in higher residential MFs.) Leeper et al. also presented case-
control data for all cancers that suggested that risks within the open secondary 
category were consistent with risks for HCC, and that risks for spun were consis­
tent with LCC. 

More recently, Savitz and Kaune (17) published a reanalysis of the origi­
nal Savitz data based on a modified, and in fact simplified, wire code. The 
modified system (Table I) consists of low, medium, and high wire code (LWC, 
MWC, and HWC, respectively) categories and is based on proximity to trans­
mission, three-phase primary lines, and open secondary lines. The leukemia and 
brain cancer HWC-LWC risk estimates were slightly higher than the VHCC-
UG (underground) risk estimates in the original paper, and the all-cancer OR for 
the modified wire code was somewhat lower. The modification, although pro­
ducing higher cancer-specific ORs, did not improve the relationship between 
wire code and measured field relative to the original five-tiered Wertheimer-
Leeper code (18). 

In Los Angeles, CA, London et al. (77) conducted an incidence study of 
childhood leukemia, similar in its basic design to the study by Savitz and co­
workers, but with 24-h bedroom measurements added to the exposure methodol­
ogy. Similar results emerged, with (1) residential MF strength weakly correlated 

Table I. Savitz-Kaune Wire Code 

Category Residential Description 

HWC <20 m from a transmission or three-phase primary 
distribution line 

MWC Not HWC 
<46 m from a transmission or three-phase primary 
distribution line 
<26 m from a spun secondary line 

LWC Al l other 

SOURCE: Adapted from reference 17. 
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with wire code (which explained 8-9% of house-to-house variability; see refer­
ence 19); (2) a statistically significant trend of increased leukemia incidence 
across wire code and significantly elevated leukemia among the V H C C sample 
relative to the referent ( V L C C + UG); and (3) weaker, less robust associations 
between leukemia and measured fields. 

Feychting and Ahlbom (12) conducted a case-control study of childhood 
cancer in Sweden using as a study base the population of the country resident 
within 300 m of overhead transmission lines. Exposure metrics included spot 
measurements, distance from line, and MFs in the residence computed from an 
engineering model. The model took into account historical loads (dating back 
over three decades), physical dimensions of the lines, and their distance to the 
residences. The model thus represents a refined wire code that classifies homes 
on line ampacity and distance, but uses load records rather than line gauge for 
ampacity, and has a continuous (field strength), rather than a nominal (HCC, 
L C C ) scale. The model served as Feychting and Ahlbom's primary exposure 
index. They also produced data showing that the correlation between spot meas­
urements and fields calculated from contemporary loads was better than the cor­
relation of the same measurements with fields calculated from historical loads. 
Leukemia was positively associated with fields calculated from the historical 
model and with proximity to the line, but not with spot measurements. None of 
the exposure metrics were positively associated with brain cancer. Feychting and 
Ahlbom concluded that these data supported a potential etiologic role for the 
T W A M F , because transmission lines were the main source of exposure, and the 
associated fields are steady over time (i.e., relative to those from distribution 
lines or appliances). 

In terms of exposure assessment, these studies suggested that the wire 
code captured some element of the residential M F associated with the electric 
power transmission and distribution system. Furthermore, i f the wire code repre­
sented T W A M F quantities, then perhaps it was a more reliable estimator of past 
field exposures than were the contemporaneous measurements. On the other 
hand, the possibility could not be dismissed that the wire code represented some 
other aspect of the M F environment (e.g., intermittency or transients) or that the 
wire code was associated with an unidentified risk factor (e.g., references 20 and 
21). 

To more accurately evaluate the source of MFs in residences and address 
some of the exposure-related questions spawned by the epidemiologic studies, 
the Electric Power Research Institute (EPRI) supported a nationwide engineering 
survey of just under 1000 residences drawn randomly from the service territories 
of 25 EPRI-member utilities (22). 

The basic scenarios developed in the 1000-home survey for residential 
M F exposure are illustrated in Figures 4-6. Figure 4 illustrates that currents 
contributing to MFs occur on adjacent transmission lines; distribution primaries, 
secondaries, and their neutrals; as well as in alternate ground paths, particularly 
conductive water service. In addition, appliances constitute a potential source of 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

1

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 
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Underground 
Cable 

-» Water Une 

Figure 4. Possible sources of 60-Hz magnetic fields in residences: transmission, 
overhead distribution (primary, secondary, and net current), underground dis­
tribution, grounding system, unusual wires, and appliances. (Reproduced with 
permission from reference 25. Copyright 1989.) 

exposure, but because fields from most electric devices (e.g., rotating machin­
ery) decay as the inverse of the distance cubed, appliance exposure expressed in 
terms of T W A may be relatively small (23, 24). Figure 5 shows in greater detail 
how spent load current splits at the service entrance to return via the utility neu­
tral conductor or seek an alternative conductive pathway in the ground, usually 
the water system. Alternative pathways create net currents (shown as IQ), that 
can contribute to residential fields; i f all load current (4) returned to the utility 
neutral (JN), the net secondary current would be zero, in which case ground-
related MFs would be minimized. Finally, home wiring that produces large cur­
rent loops, as exemplified by the multilocation switch shown in Figure 6, can be 
responsible for fields at least as large, and possibly larger, than those from power 
lines. 

In the 1000-home survey, data for the power-line field were obtained by 
deploying stand-alone recorder (STAR) M F meters at three strategic locations 
within the residence. The STARs measured and stored the M F every minute for 
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Figure 5. Example of grounding system in which a ground current, la may flow. 
lL is load current; lN is neutral current; P e is the residence's electric power 
service entrance. (Reproduced with permission from reference 25. Copyright 
1989.) 

24 h. Their data, taken collectively, provided information about the spatial and 
temporal characteristics of fields from external M F sources (i.e., transmission 
and distribution lines). Fields due to net currents fall off as lid, (where d is dis­
tance), and fields due to balanced currents on multiphase (two- or three-phase 
primaries and two-phase secondaries) systems fall off approximately as l/cf. 
The mathematical model Zaffanella (22) developed for the 1000-home survey to 
calculate the residential M F due to power-line currents took these relationships 
into account. A n additional meter recorded net current in the service drop to 
monitor ground current. The net current data enabled Zaffanella to use another 
computational model, which estimated the spatial distribution of the residential 
M F due to ground current. 

Some of the more important data from the 1000-home survey, summa­
rized in Figure 7, shows that the median field (over space and time) within resi­
dential environments is influenced primarily by the power line and secondarily 
by the ground. However, the 5% "exceedance" field (the field exceeded 5% of 
the time over the space of the residence) is influenced about equally from both 
sources, and the ground-current-related MFs extend over a greater range than the 
power-line fields. These data suggest that i f relevant biological effects (i.e., 
those that could lead to health effects) scale with field magnitude and are pri­
marily sensitive to T W A exposure, then power-line fields may command priority 
attention. However, i f fields that intermittently peak above certain thresholds are 
relevant to health effects, then the ground-related fields would be as important as 
the power-line-related fields. 
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• t 

_ ι 

Light 

3 conductor wire 

No net currents 

A) Three-wire multilocation switches 

•t 
UfiJ 
Ught 

X 

2 conductor wire 

B) Two-wire multilocation switches 

Figure 6. Examples of a three-way switch. A does not generate magnetic fields; 
Β generates magnetic fields. (Reproduced with permission from reference 22. 
Copyright 1993.) 
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Figure 7. Distributions of median and top 5% values of power-line and 
grounding system residential fields, as measured in EPRI high-voltage trans­
mission research center (HVTRC) 1000-home nationwide survey. The top 5% 
value of a residence's field is defined here as that exceeded in 5% of the meas­
urements inside the residence. Distributions are represented by "box and 
whisker" plots, showing the fields exceeded in 5% (upper whisker), 25%, 50%, 
and 75% (box), and 95% (lower whisfar) of the measured residences. 
(Reproduced with permission from reference 22. Copyright 1993.) 

The 1000-home survey also collected extensive data on the relationship 
between M F quantities and house attributes, both electrical (e.g., indoor wiring) 
and nonelectrical (e.g., house age and floor space). Figure 8 shows the distribu­
tion of the average spot measurement across the residences within each wire 
code category. Although the fields tend to increase from L C C to H C C catego­
ries, the range of 5-95% field values span over an order of magnitude within 
each wire code category. For the data shown, the wire code accounts for 11.3% 
of the variance of the logarithm of the average spot-measured field. Figure 9 
shows how the percentage of residences in each wire code with average spot-
measured fields >2 mG increases across the wire code spectrum. Two milligauss 
was selected as the cutoff point for this chart, because in several epidemiologic 
studies this value was used to discriminate among exposure groups. The data in 
the chart suggest that, i f personal exposure correlates with measured spot field, 
then wire code would misclassify M F exposure for 5% or fewer in the U G and 
V L C C categories (i.e., assign a low exposure classification when the M F is ac­
tually above the cutoff point) Approximately two-thirds of those in the highest 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

1

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



202 ELECTROMAGNETIC FIELDS 

0.01 J , , — — . 

UG VLCC OLCC OHCC VHCC 

Figure 8. Distribution of average spot-measured field by Wertheimer-Leeper 
wire code, as measured in EPRIHVTRC 1000-home nationwide survey. Ν is the 
number of residences. (Source: database of reference 22. Copyright 1993.) 

category (VHCC) would be misclassified (i.e., assign a high exposure classifica­
tion when the M F is actually below the cutoff point). Thus, despite the markedly 
increased prevalence of relatively high field levels among V H C C (and to a lesser 
degree, OHCC) houses, epidemiologists must deal with the exposure misclassi-
fication problem to identify valid relationships between health outcomes and 
MFs. 

The questions of how wire code, M F levels, and personal exposure are 
interrelated and how measurements vary over time have been the subjects of 
a limited number of investigations. In the largest of these, the E M D E X Pro­
ject Residential Study, Bracken and co-workers conducted multiple visits to 
the homes of employee volunteers representing 39 electric utility organizations 

UG VICC OLCC OHCC VHCC 
Wire Code 

Figure 9. Fraction of residences with fields >2 mG by Wertheimer-Leeper wire 
code, as measured in EPRI HVTRC 1000-home nationwide survey. Ν is the 
number of residences. (Source: database of reference 22. Copyright 1993.) 
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from 1990 to 1992. The project takes its name from the E M D E X , a compact, 
lightweight device that measures and stores the three-axis E L F M F at a 
user-determined rate (26). The E M D E X downloads to a microcomputer for 
subsequent data analysis. The measurement period of each visit lasted for ap­
proximately 3 days and included spot measurements, personal exposure mea­
surements, and fixed site measurements whenever the E M D E X was not worn. 

Data were collected on 396 residences, visited an average of 3.9 times 
each, with an average of 136 days elapsed between successive visits. Figure 10 
shows the distribution of personal M F exposure means per residence. Personal 
T W A exposures were higher in H C C categories. The plot, in general, mirrors 
those Bracken et al. (27) reported for the long-term and spot measurements, as 
well as the charts for the Savitz (14) and 1000-home survey (Figures 3 and 8, 
respectively). Overall, wire code explained 11% of the variance in mean per­
sonal exposure per residence. Within wire code categories, spot measurements 
and long-term area measurements both were moderately to well correlated with 
mean T W A personal exposure (Table II). Previous studies (23, 28) also indi­
cated statistically significant correlations between measured fields and personal 
T W A exposures within residences. 

The EMDEX-derived data allowed the examination of other possibly 
relevant exposure parameters. One of these was the mean first difference, which 
is the average of the absolute difference of successive E M D E X readings (every 
10 s) over the course of a visit. The first difference may reflect a measure of in­
termittence, that is, the frequency and extent with which the steady-state field 
changes within a residence. The possible relevance of measures of intermittence 
depends on the results of laboratory studies of cells and whole animals in which 
the response to such fields can be studied more carefully. Nonetheless, the study 
did not report a strong relationship between wire code and the first difference 
(Figure 11). 

Personal 
exposure 

house 
mean(mG) 

0.10 J 1 . 1 ι : 1 

UG VLCC OLCC OHCC VHCC 

Figure 10. Distribution of personal exposure means per residence, by 
Wertheimer-Leeper wire code (EPRI EMDEX Residential Study). Ν is the num­
ber of residences. (Adaptedfrom reference 27.) 
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204 ELECTROMAGNETIC FIELDS 
Table II. Relationship Among Measures in EMDEX Residential Project 

Pearson r Correlation of Spearman r Correlation of 
log Mean Personal log Mean Personal 

Exposure With: Exposure With: 

log Long- log 
Number log Spot Term log Spot Long-Term 

of Measure­ Measure­ Measure­ Measure­
Wire Code Residences ment ment ment ment 

U G 77 0.81 0.70 0.77 0.73 
V L C C 41 0.66 0.54 0.63 0.52 
O L C C 79 0.67 0.64 0.73 0.66 
O H C C 84 0.78 0.82 0.74 0.79 
V H C C 50 0.85 0.93 0.84 0.92 

SOURCE: Adapted from reference 27. 

The final example drawn from the E M D E X Project Residential Study ad­
dresses the temporal stability of measurements and exposure. As shown in Fig­
ure 12 for roughly 75% of the cases, the between-visit difference in the T W A 
personal exposure quantity was 1 mG or less (top curve), and for roughly 85% of 
the cases, the between-visit difference in the average long-term measurement 
was 1 mG or less (bottom curve). 

Dovan et al. (29) also examined the long-term stability of spot measure­
ments from a subset of 56 homes drawn from the study by Savitz et al. (10) al­
ready discussed. Across a 5-year period, they reported a correlation between spot 
measurements of greater than 0.7, and this finding suggested that spot measure­
ments are relatively stable over significant periods of time. Kaune and Zaffanella 

Figure 11. Distribution of the first difference of personal exposure by 
Wertheimer-Leeper wire code (EPRI EMDEX Residential Study). Ν is the num­
ber of visits. (Adaptedfrom reference 27.) 
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PERCENT OF VISIT PAIRS 

Figure 12. Cumulative frequencies. Top: Differences of personal exposure (PE) 
means between visits to the same residence. Bottom: Differences of long-term 
(LT) mean-measured field between visits to the same residence. (Source: refer­
ence 27.) 

(23) measured residential fields and T W A personal exposures in two visits 
spaced about 6 months apart for a group of 30 children. Personal exposure was 
measured with an A M E X - 3 D , a small (wristwatch-sized) device that integrates 
the M F and reports a T W A , but provides no time history (30). They reported that 
(1) spot-measured fields for the two visits to a house correlated well with one 
another; (2) spot-measured fields for one visit correlated well with personal ex-
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206 ELECTROMAGNETIC FIELDS 
posure for the same, as well as for the other visit; and (3) interestingly, personal 
exposures between visits were not well correlated. Kaune and Zaffanella (23) 
proposed that personal exposures have stable and unstable components that 
compromise their predictive abilities for exposures at other points in time. How­
ever, spot measurements capture a stable component of exposure, which im­
proves their predictive capability for personal exposures and other spot meas­
urements. 

This discussion has traced the evolution of residential M F exposure as­
sessment from the development of the Wertheimer-Leeper wire code and its 
refinements, through the characterization of residential fields and their source 
apportionment, to the description of the relations among wire code, stationary 
measurements, and exposure, as assessed by personal monitoring. Most of the 
available personal monitoring data document exposures within the residence 
only and do not take into account exposures in other environments (e.g., at 
school or shopping). Kavet et al. (28) reported an average nonresidential T W A 
exposure of about 2 mG for a group of about 40 adults. Exposure away from 
home, including occupational exposures (to be discussed), wil l tend to attenuate 
exposure gradients attributed to either wire codes or residential measurements, to 
the extent that such exposures are nondifferential with respect to the residential 
exposure surrogates. 

To date, understanding of residential exposure assessment is based on an 
evaluation of the wire code, which is a static quantity, or summary measures of 
residential fields, such as spot measurements or average long-term (1-3 days) 
field, which tend to represent measures of central tendency, most notably, T W A 
values. The number of possible exposure metrics is virtually limitless, and until 
biological research points us in a definite direction (or directions), the T W A 
exposure is likely to serve as a conservative default metric. Spot-measured 
fields, long-term area measurements, and T W A personal exposures are corre­
lated weakly with wire code ( as already discussed). T W A metrics have not been 
as strongly associated with health outcomes as the wire codes have been, but 
they have provided data suggestive of relationships. 

Occupational Exposure 

More than 50 studies have addressed the question of whether M F exposure in the 
workplace leads to an increased risk of cancer ( i , 31). The cancers of major con­
cern include leukemia, brain cancer, and breast cancer (male and female). In 
addition, about 15 studies considered the potential relationship between preg­
nancy outcome (either spontaneous abortion or congenital malformations) and 
M F exposure resulting from video-display terminals (32). 

The M F occupational and residential studies share some of the same ge­
neric issues with respect to exposure assessment. First, both have relied, at least 
in their formative stages, on relatively crude surrogates of exposure, the residen­
tial studies using wire codes and the occupational studies using job title. Second, 
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almost all of the M F epidemiologic studies used retrospective designs, which 
require reconstruction of M F exposure histories that could extend decades into 
the past. Third, epidemiologists do not have the information with which to 
structure exposure metrics that derive from a valid biological rationale. In an 
epidemiologic sense, these issues boil down to one of exposure misclassification. 
Misclassification of exposure, in the absence of other biases, generally leads to a 
more randomized distribution of exposure throughout a study population. This 
situation leads a priori to reduced statistical power to detect true associations, 
and a posteriori to a bias of the risk estimate toward the null. 

Occupational studies concerned with M F exposure have predominantly 
been population-based; that is, their study sample was drawn from the general 
population. Documentation of a subject's exposure history, usually based on job 
title history, was accomplished with various techniques (to be discussed). Sev­
eral M F studies, though, have been industry-based, that is, based on populations 
employed within specific sectors of an industry. Information for such studies 
was usually available from company files that contained data not available in the 
public record. These data can be quite detailed, including individual job history 
and industrial hygiene data on exposures and work practices. Inherently then, the 
industry-based study may offer a more powerful design compared to a popula­
tion-based approach. 

Population-Based Studies 
Nonetheless, the population-based approach provides an important exploratory 
role for framing hypotheses about the relationship between specific exposures 
and disease that industry-based studies may examine in greater detail. Also, 
population-based studies are relatively inexpensive (because the data are on rec­
ord), can be completed in a relatively short time, and can include very large 
populations. Over the past 15 years, methods to more accurately characterize 
exposures for population-based samples have been developed and their perform­
ance evaluated. In 1980, Hoar et al. (33) introduced a "job exposure matrix" or 
J E M for linking descriptive information on an individual's industrial and occu­
pational job codes to specific exposures to chemicals and physical agents. Hsieh 
et al. (34) refined this approach by grouping jobs with common exposures into 
"clusters". To a limited degree, these methods have been used by others in ad­
dressing M F exposures (e.g., references 35 and 36), and JEMs have more re­
cently been used for industry-based studies of M F and cancer (37). 

Siemiatycki et al. (38) used a large population-based case-control data set 
with information on 160 chemical exposures in the workplace to evaluate the 
statistical efficiency of five basic approaches (Table III) to exposure assessment 
for population-based occupational studies. These included the use of four basic 
techniques: (1) retrieval of routine records (e.g., death certificates), (2) interview 
of subject, (3) J E M , and (4) use of expert panel to assign exposure estimates to 
specific jobs. 
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208 ELECTROMAGNETIC FIELDS 
Table III. Main Distinguishing Features of Five Types of Case-Control 

Study Design 

Exposure Variables That 
Design Name" Exposure Data Collection Can Be Analyzed 

RECONLY Abstract main job title from routine Job titles 
record 

REC + JEM Abstract main job title from routine Job titles 
record Substances 
Apply job exposure matrix 

INT ONLY Interview to obtain lifetime job Job titles 
title history 

INT + JEM Interview to obtain lifetime job Job titles 
title history Substances 
Apply job exposure matrix 

INT + CHEM Interview to obtain lifetime job Job titles 
title history Substances 
Subject-by-subject exposure 
assessment 

aABBREVIATIONS: REC ONLY, routine record only; REC + JEM, routine record plus job 
exposure matrix; INT ONLY, interview only; INT + JEM, interview plus job exposure matrix; INT 
+ CHEM, interview plus chemist evaluation. 
SOURCE: Reproduced with permission from reference 38. Copyright 1989 The Johns Hopkins 
University School of Hygiene and Public Health. 

Using interview combined with expert judgment as their "gold standard", 
Siemiatycki et al. (38) determined that study designs based on routine record 
retrieval only, record retrieval plus J E M , and interviews only provided poor ef­
ficiency (as measured by the power to detect a predetermined risk ratio with a 
fixed study size), and correspondingly would require very large populations to 
detect a moderate risk. The approach that combined interviews with J E M pro­
vided a more favorable efficiency. Bouyer and Hémon (59) extended this type of 
analysis to show a marked improvement in study power i f JEM-based job cate­
gories were assigned a "probability of exposure" score on a continuous scale 
instead of a binary yes-no score as Siemiatycki et al. (38) had done. 

Against this general background, the development of M F exposure as­
sessment can be traced. The first suggestion of a possible relationship between 
M F exposure in the workplace and cancer originated from a series of studies in 
the early 1980s (published as letters to the editors of medical journals) that used 
a proportionate mortality ratio (PMR) approach based on routine records (40-
43). (Even before these studies appeared, Wertheimer and Leeper (9) had ex­
tracted mortality data from 1950 on selected electrical occupations from a U.S. 
Public Health Service publication, and calculated a small, but statistically sig­
nificant, increased standard mortality ratio for these workers.) The studies re-
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ported that leukemias (particularly acute leukemias) were overrepresented within 
electrical occupations, and these findings suggested a potential etiologic role for 
M F . 

However, M F exposures associated with electrical occupations were 
barely characterized at the time, and the possible roles of other potential work­
place carcinogens (e.g., metal fumes and solvents such as benzene) were not 
evaluated. Despite these sources of uncertainty, these brief reports stimulated 
further investigation into the relationship between M F exposure and leukemia, as 
well as other cancers. Selected studies are summarized in the next section to 
illustrate the types of exposure assessments that epidemiologists subsequently 
used. 

In 1985, L i n et al. (44) published a case-control study of brain cancer 
mortality among adult males in Maryland. Using industry and occupational data 
from the death certificates together with the expert opinions of an industrial hy-
gienist, an occupational physician, and a radiation physicist, L in et al. assigned 
each member of the study population to one of four exposure groups: definite, 
probable, possible, and none. The basis for the expert assignment was not given, 
but the study reported odds ratios that increased with the assigned probability of 
exposure. 

Preston-Martin, Mack, and colleagues (45, 46) conducted a case-control 
study of brain cancer among male adults in the Los Angeles, C A , area. They 
obtained occupational history data through personal interviews with the cases 
and controls. Odds ratios were computed on the basis of time spent as an electri­
cal worker (0-5, 5-10, >10 years); two definitions of electrical work were used, 
based on previous papers in the epidemiologic literature (47, 48). The primary 
basis for these categorizations was not given, but is assumed to be intuitive be­
cause of the absence of extensive measurement data for the occupations studied. 
Mack et al. (46) reported an excess risk of glioma, particularly astrocytoma, for 
those in the >10 years exposure category. 

In response to concerns about male breast cancer from studies with rela­
tively small case loads (49, 50% Demers et al. (51) conducted a case-control 
study on cases incident across all the surveillance, epidemiology, and end results 
(SEER) registries in the United States, which account for about 15% of the 
population. They conducted their analysis using questionnaire data from an in-
home interview that included information on the start and end dates of the two 
longest-held occupations, and occupational classifications based on L i n et al. 
(44) and Milham (47). After dividing the study population according to age at 
first exposure and time period of exposure, Demers et al. reported excess risk for 
the subgroup that was less than 30 years of age at first exposure, with exposure 
of 30 or more years prior to diagnosis. The highest risk was seen for electrical 
trades and related occupations. 

Spitz and Johnson (35) and Wilkins and Sinks (36) used J E M to study 
potential associations between parental occupational exposures and neuroblas­
toma mortality and brain tumor incidence in children, respectively. Spitz and 
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210 ELECTROMAGNETIC FIELDS 
Johnson obtained paternal job title data from birth certificates of the cases and 
controls. They observed an increased odds ratio for paternal employment in 
Hsieh's job cluster No. 7 (34), which contains electrical tradesmen. Curiously, 
this job cluster was not assigned an M F exposure rating by Hsieh et al. Spitz and 
Johnson (35) also assembled job titles according to the "exposed" job classifica­
tions listed by Wertheimer and Leeper (9). Again, increased odds ratios for neu­
roblastoma were observed. Wilkins and Sinks (36) classified job titles on the 
basis of parental interviews, and used Hsieh cluster No. 3 to represent M F expo­
sure, as Hsieh had done. However, the jobs listed in this cluster, although show­
ing an association with brain cancer, were not intuitively associated with electri­
cal environments. Cluster No. 7, which is more likely related to electrical work, 
showed no association with cancer. Such results support the need for improved 
exposure assessment frameworks for M F epidemiologic studies. 

Typically, population-based studies wil l consider the risk of more than 
one cancer in relation to a set of job titles or other exposure variables. In a case-
control study of leukemia and brain cancer, Loomis and Savitz (52) used the 
U.S. Census Bureau's occupational classification system to code industry-
occupation records from adult mortality data tapes of the National Center for 
Health Statistics (NCHS). The study was based on 16 states that code job infor­
mation from death certificates (routine records) and report them to NCHS. They 
assigned cases and controls based on "exposed" job titles from previous publi­
cations (41, 44, 47) and reported no association of job title with leukemia, but a 
positive association with brain cancer. 

In Sweden, Tôrnqvist et al. (53) conducted a follow-up leukemia and 
brain cancer incidence study that linked (via individual identification numbers 
given at birth) job titles coded from census records with medical registries. They 
chose for study those electrical occupations already associated with excess risks 
in previous studies. They also enlisted expert opinion from industrial hygienists 
and reported some job-related M F measurements, but the input from these 
sources did not appear to play a role in the analyses. Although elevated risks 
were reported within specific jobs for each cancer, a consistent pattern was not 
apparent. 

Guénel et al. (54) conducted a follow-up study of the Danish population to 
evaluate the associations between M F exposure expressed as experience in elec­
trical occupations and incidence of a variety of cancers in men and women. Cen­
sus records provided industry-occupation data on the cohort, and the occupations 
were classified as "exposed" on the basis of the investigators' analysis of pub­
lished papers with M F measurement data. The resulting classifications included 
the following: no exposure above threshold (set at 3.5 mG), probable intermit­
tent (defined by the investigators as exposure for "a few-minute periods") expo­
sure above threshold, and probable continuous exposure above threshold. They 
reported increased leukemia risks for men with continuous exposure. No excess 
risks were noted for brain cancer (both sexes) or breast cancer (both sexes). 
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Finally, Floderus et al. (55) conducted a population-based case-control 
study of leukemia and brain cancer incidence among Swedish adult males. Using 
occupational history data collected by questionnaire, Floderus et al. took 1-day 
measurements for job sites that corresponded to the longest-held job 10 years 
prior to diagnosis for cases and index date for controls; thus, electrical occupa­
tions were not specifically targeted. More than 1000 measurements were col­
lected, and the measurement data (field recorded every second) allowed the in­
vestigators to structure four different exposure metrics for each job type: average 
field, median field, standard deviation of the field, and percent of time above 2 
mG. They reported an increased risk of chronic lymphocytic leukemia that 
showed a distinct dose-response trend with average field level, with weaker as­
sociations for the other metrics. No association with acute myeloid leukemia was 
seen, and the results for brain cancer were suggestive, but inconsistent. Adjust­
ing for the possible confounding effects of such factors as smoking and exposure 
to benzene and ionizing radiation did not alter the results. 

Population-based epidemiologic studies concerned with M F have used a 
variety of generic exposure assessment techniques, as described in Table III. 
Most assessments were based on qualitative evaluation and categorical assign­
ment of study subjects based primarily on job title—as derived from routine rec­
ords or interview—but some studies also used the time dimension to address 
potential latency and exposure-time relationships. Until the study by Floderus et 
al. (55), no study had rigorously attempted to determine the M F field environ­
ment of the occupations of study subjects. 

Industry-Based Epidemiologic Studies and Measurements 

Epidemiologists involved with industry-based studies have the same basic meth­
odologies available to them as discussed for population-based studies, but, as 
mentioned, they often have access to more detailed job histories and industrial 
hygiene data specific to the scenarios studied. 

Stern et al. (56) conducted a case-control study of leukemia mortality at 
the Portsmouth, N H , Naval Shipyard. Job histories were constructed from per­
sonnel records, and a regression model for electricians, based on accumulated 
time on the job, resulted in an increased risk associated with such work. Radia­
tion (for which dosimetry data were available) and solvent exposure did not 
confound the result. 

Matanoski et al. (57) used A T & T employee records together with M F 
measurements taken in situations characteristic of telephone electrical work to 
conduct a case-control study of leukemia. They analyzed the data by job title 
(e.g., central office technician, cable splicer, and nonline work), by several expo­
sure metrics based on the job-specific measurements (mean and peak fields), and 
by 10- and 15-year lag periods (exposure during the lag period, which directly 
precedes diagnosis, is thus excluded from etiologic consideration). According to 
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212 ELECTROMAGNETIC FIELDS 
the investigators, their results suggest excess risk of leukemia for long duration 
of employment in environments with intermittent (i.e., switched) fields. 

With the most sophisticated J E M used to date for assessing M F exposure, 
Sahl et al. (58) studied mortality due to leukemia, lymphoma, and brain cancer 
among employees of Southern California Edison Company (SCE). The study 
incorporated both cohort and case-control analyses, with a large variety of expo­
sure metrics from (1) a crude assignment of workers to either a catch-all cate­
gory of electrical worker or other, to (2) "usual" occupation (e.g., electrician or 
line workers), to (3) time accumulated within specific jobs, to (4) integrated M F 
exposure using a variety of parameters, based on a measurement program con­
ducted at SCE specifically for the study. Field levels were recorded for 14 jobs, 
five of which are shown in Table IV. A l l parameters shown in the table were 
used in the case-control analyses. In addition, various combinations of latency 
(or lag) and exposure windows were used to examine possible associations with 
median fields, and the fraction greater than 10 and 50 mG. The authors reported 
no associations of cancer with any of the exposure metrics used. 

In follow-up analyses of the aforementioned data set, Sahl et al. (59) used 
a principal component analysis to show that exposure parameters could be bun­
dled into groups (or factors) within which the parameters were highly intercorre-
lated. Thus, the geometric mean, median, and the fraction of readings exceeding 
5 and 10 mG formed one such group. Discriminant analysis revealed that this 
group of exposure parameters also discriminated among occupational categories 
(Figure 13). Of course, we lack an understanding of whether one or more of the 
exposures responsible for distinguishing among jobs may have biophysical rele­
vance. 

M F exposures have been more intensively characterized for the electric 
utility industry than for any other industry. Using the E M D E X measurement 
technology, Bracken (7) measured personal exposure for 1882 utility worker 
volunteers, representing 55 utility organizations (59 sites), in the United States, 
Canada, New Zealand, and Ireland. Data were collected for 4411 workdays and 

Table IV. Measurements at Southern California Edison for Selected Jobs 

Job 
Days 

Measured 
MF Mean 

(mG) 
MF Median 

(mG) 

99th 
Percentile 

(mG) 
Fraction 
>10mG 

Fraction 
>10mG 

Technical support 57 2.3 0.7 27.9 0.040 0.002 
Clerical 55 1.8 1.0 16.8 0.017 0.000 
Electricians 83 30.1 3.7 384.6 0.299 0.074 
Line workers and 

splicers 210 10.3 0.7 179.9 0.088 0.027 
Plant operators 91 10.8 2.2 121.6 0.141 0.024 

NOTE: 99th percentile is the field exceeded in 1% of the measurements. 
SOURCE: Adapted from reference 58. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

1

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



11. ΚΑ VET Magnetic Field Exposure Assessment 

Occupational Category 
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Office Staff (141) 

Meter Readers/FSR (53) 

Groundman (26) 

Lineman-Splicer (180) 

Mechanics (39) 

Welders (21) 

Plant Operators (76) 

Laborers (16) 

Machinists (29) 

Technicians (83) 

Electricians (82) 

Substation Operators (15) 

0.0 0.3 0.6 0.9 

Fraction exceeding 0.5 μΤ 

« 95% CI > 

ι · 1 
Mean 

Figure 13. Means and 95% confidence intervals for the fraction of field levels 
exceeding 5 mG (0.5 μΤ). The number of days of collected data is in parenthe­
ses. Office staff includes clerical, technical support, craft supervisors, and ad­
ministrative and managerial staff. The fraction offield levels exceeding 5 mG is 
the proportion of all measurements that are greater than 5 mG. (Reproduced 
with permission from reference 59. Copyright 1994 Wiley-Liss, Inc.) 

1512 nonwork periods, with the E M D E X recording the M F every 10 s. Figure 
14 shows the distribution of workday mean exposures by job classification. For 
reference, the distribution for Job No. 5, clerical without computer, is similar to 
that found for home environments. The highest levels of workday exposure 
means were associated with substation workers and electricians, but even within 
these groups, the range of exposures for the 5th to 95th percentiles spanned well 
over an order of magnitude. 

Figure 15 shows the distribution of the 10-s measurements by the envi­
ronment the worker occupied. The chain of electric power delivery, from gen­
eration to distribution, is represented; the highest fields are associated with sub­
station environments However, the 95th percentiles of exposures for transmis-

I « i 

I · 1 
J I 
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1̂119 
378 
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43 

403 

1.0 10.0 
Magnetic Field (mG ) 

100.0 

Key to job classifications: 
01 Managers & supervisors w/o computer 
02 Managers & supervisors w/computer 
03 Professional & technical occupations w/o computer 
04 Professional & technical occupations w/computer 
05 Clerical occupations w/o computer 
06 Clerical occupations w/computer 
07 Support service occupations 
08 Outside customer service occupations 
09 Drivers & equipment operators 
10 Generation facility operators 
11 Generation facility mechanics 
12 Electric power line installers, repairers, & inspectors 
13 Substation operators & inspectors 
14 Electricians (electric system) 
15 Welders 
16 Other construction, field & craft occupations 

Figure 14. Distributions of magnetic field workday means for job classifica­
tions. Arithmetic mean values can be dependent on a few very high readings and 
thus may not be indicative of measures for the group as a whole (EPRI EMDEX 
Occupational Study). (Reproduced from reference 60.) 
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100.00 

0.10 -I— —ι 1 1 1 

Generation Transmission Substation Distribution Home 
Figure 15. Distribution of 10-s EMDEX measurements by occupied environment 
(EPRIEMDEX Occupational Study). (Adapted from reference 60.) 

sion, distribution, and substation locations are equivalent. Figures 14 and 15 also 
show that the distributions are far from normally distributed, as seen by the large 
divergence of the mean from the median. Rather, the distributions are closer to 
log-normal, as evidenced by the closer correspondence of the geometric mean to 
the median, and the more symmetric appearance of the log distributions around 
the 50th percentile. 

Savitz et al. (61) used this occupational database to analyze the correla­
tions among a variety of exposure parameters (arithmetic and geometric mean, 
20th and 90th percentile, median, and percentage of time above 2- and 20-mG 
thresholds). Correlations were computed within individual worker days and 
within 16 job title groups. Within job title correlations between parameters were 
very high (e.g., Pearson r = 0.94 and Spearman r = 0.86 for correlation of geo­
metric mean with percentage of time above 2- and 20-mG thresholds), and 
tended to be larger than within-worker correlations. The data suggest that a sin­
gle measure of central tendency is a practical index of upper percentile (90th or 
higher) or threshold exposures, particularly when exposure is assessed at the 
level of job title. 

Previously, Deadman et al. (62) conducted a smaller scale survey on 20 
electric utility workers and 16 office workers whose M F exposures were meas­
ured once per minute for 7 days. The results were basically similar to those of 
the E M D E X project. Exposures associated with electric utility operations were 
significantly greater than office and nonwork exposures. For work periods only, 
the geometric mean of the exposure of electrical workers was 10 times that of 
office workers; for the entire week (including nonwork), the geometric mean 
was 3.5-fold higher. In a follow-up analysis, Armstrong et al. (63) observed high 
correlations (r > 0.8) "between the time-weighted arithmetic mean (TWA) and 
indices that explicitly emphasize short but high intense exposures, such as peak 
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values and time above thresholds." Thus, T W A quantities measured in a utility 
occupational setting may represent other exposure metrics related to extreme 
values as well. 

Bowman et al. (64) evaluated possible M F exposure within electrical oc­
cupations with a series of spot measurements taken at 114 work sites; their re­
sults suggested that M F exposures for electrical jobs most likely exceed those 
received in homes or offices. To address the concerns about M F exposure and 
potential chemical confounders within electrical occupations, Bowman et al. 
(65) conducted a M F measurement and expert industrial hygiene survey in three 
sites: Los Angeles, C A , Seattle, W A , and New Zealand. In this study, the selec­
tion of electrical occupations was based on those that Milham used in a 1982 
P M R study (40). The jobs considered were as follows: 

• electrical and electronic engineers 
• electrical and electronic engineering technicians 
• electricians and electrician apprentices 
• electric power line and cable workers 
• television and radio repairers 
• motion picture projectionists 
• power station operators 
• telephone line workers and splicers 
• welders and flame cutters 

In addition, a variety of nonelectrical occupations (e.g., carpenters, janitors, and 
sextons, and clerical workers) formed a comparison group. Final M F exposure 
values were tabulated by weighting task-specific measured fields by the fraction 
of time spent by a worker in a given job category on each task. Chemical and 
other exposures were qualitatively ascertained through interviews with long-
term employees and occupational health staff. 

Some of the M F exposure results are summarized in Tables V and VI , 
which show that, compared to nonelectrical workers, electrical workers had 
significantly greater mean M F exposures and spent a significantly greater frac­
tion of their time above different field thresholds. A retrospective model based 

Table V. Task-Weighted Mean Magnetic Field Exposure (mG) ± SD 

Occupation Los Angeles Seattle 
New Zealand 

Electrical 9.6 ±1.3 27.6 ±6.0 10.0 ±2.5 
Nonelectrical 1.7 ±0.1 4.1 ±0.5 2.1 ±0.2 
Ρ <0.0002 <0.0002 <0.0012 

SOURCE: Adapted from reference 65. 
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Table VI. Percent of Work Time Above Threshold ± SE (Los 
Angeles, CA) 

Occupation >2.5 mG >25 mG >250 mG 

Electrical 34.5 ±1.7 5.4 ±0.7 0.6 ±0.1 
Nonelectrical 12.9 ±1.3 0.4 ±0.5 0.0 ±0.0 
Ρ O.0004 <0.0004 <0.0004 

SOURCE: Adapted from ref. 65 

on task weighting of jobs from 15 to 20 years in the past did not produce appre­
ciably different results. Although the industrial hygiene survey did not reveal 
that exposure to other potential workplace carcinogens was associated with M F 
exposure, the question of possible confounding exposures within electrical occu­
pations deserves more intensive scrutiny. 

Two M F exposure studies that were attached to larger electric utility epi­
demiology studies have been reported recently. In France, Guénel et al. (37) 
reported the development of a J E M for M F exposure. They outfitted 184 work­
ers at four fossil-fuel-burning and four nuclear power plants with M F personal 
exposure monitoring devices, and collected 776 workdays of exposure data. 
They evaluated variation within worker, between workers in the same job and 
plant type (i.e., nuclear and fossil), between plants, and between plant type. They 
determined that most of the between-worker exposure variance was explained by 
the specific plant site, rather than by a combination of occupation χ plant type. 
However, because the survey covered only 8 of a possible 50 French power 
plants in the epidemiology study, they concluded that a J E M using plant as the 
prime exposure predictor was not practical, and they recommended an approach 
that included plant type and occupation. 

In the United States, Savitz, Loomis, and colleagues are conducting a ret­
rospective cohort cancer mortality study of 135,000 employees from five utili­
ties. A preliminary study of 134 employees using an E M D E X to monitor work­
place exposure validated expert classification of various utility jobs into high-, 
medium-, and low-exposure rankings (66). The exposure rankings were vali­
dated for arithmetic means, 90th and 95th percentile, and time spent above 3 
mG. Subsequently, Loomis et al. (67, 68) developed a system for collapsing the 
multitude (about 25,000) of historical job titles at the five companies into 28 
occupational categories (OCs) that would be amenable to analyzing for the rela­
tion of cancer to MFs, as well as other occupational exposures. These OCs were 
split, for sampling purposes, into high-, medium-, and low-MF exposure strata, 
again based on expert opinion (67). The high-MF exposure category included 
electricians and electric-power-line workers, the medium category contained 
craft occupations in power plants and substations, and the low-exposure group 
included office and service workers. Almost 2900 records were recorded for 
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slightly fewer than 2200 workers with the A M E X 3D (which provides a T W A 
exposure score) (68). The results are summarized in Table VII, which shows the 
exposure distinction among the three rankings, generally validating the expert 
judgment. 

In an effort to identify the most efficient strategy for assigning M F expo­
sure in the epidemiologic study, Kromhout et al. (69) analyzed the components 
of exposure variation in this data set attributable to within-worker, within-group, 
and between-group variance. Exposure groups were defined in five ways: (1) 
three a priori groups, as shown in Table VII; (2) 28 occupational categories as 
mentioned; (3) five utility companies, each its own group; (4) 120 groups con­
structed from a company by job category matrix; and (5) five a posteriori 
groups, collapsed from these 120 groups, based on four percentile cutoff points 
(25%, 50%, 75%, and 87.5%) from the A M E X measurement data. Kromhout et 
al. constructed a homogeneity score, ε, which equaled between-group variance 
divided by the sum of within-group plus between-group variance; ε varies from 
0.0 to 1.0, 1.0 indicating maximal homogeneity of exposure. As Table VIII 
shows, ε was, not surprisingly, maximized with the a posteriori grouping. This 
observation led the investigators to structure the final J E M around these five 
groups. Using utility company as the grouping unit produced a total lack of ho­
mogeneity, again not surprising in light of the great diversity of personal expo­
sure profiles given the diversity of personnel and their tasks. 

Finally, Kromhout et al. (69) compared the components of exposure vari­
ance of the 28 OCs in the five-company study with the job classifications for the 
E M D E X occupational exposure study, described earlier (reference 7, 16 groups 
shown in Figure 14). Compared to the E M D E X occupational study, the percent­
age of total variance due to within-group differences in the five-utility study was 
considerably lower (16.3% vs. 42.4%), and the percentage of total variance due 
to within-worker differences was considerably higher (68.2% vs. 40.6%); the 
percentage of variance due to between-group differences was about the same for 
both data sets. The great diversity of group definitions in the E M D E X study, 
which characterized 55 companies, probably contributed to the relatively high 
within-group variance. In either case, these and other data sets discussed repre­
sent valuable sources of data on occupational exposure to M F . 

Table VII. AMEX Exposure Data (in milligauss): Five Utilities 

Ranking Arithmetic Mean (95% CI) Geometric Mean (95% CI) 

Low 2.6(2.2-3.0) 1.5(1.4-1.6) 
Medium 5.3(4.6-6.1) 2.2(2.0-2.3) 
High 10.2 (8.5-11.8) 3.4(3.8-4.2) 

SOURCE: Adapted from reference 67. 
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Table VIII. Exposure Homogeneity by Type of Occupational 
Grouping 

Number of Homogeneity 
Grouping Groups Index* (ε) 

A priori 3 0.29 

Occupational category 28 0.49 

Company 5 0.02 

Company χ occupational 
category 120 0.56 

A posteriori 5 0.59 

βε = BG^/CBGS2 + WGS2); where S is variance, BG means between groups, and 
WG means within groups. 
SOURCE: Adapted from reference 69. 

Conclusions 

Everyone is exposed to E L F MFs. Because epidemiologists cannot depend on 
the availability of an absolutely unexposed group to serve as an exposure refer­
ent, M F exposure assessments are under greater pressure to measure characteris­
tics that differentiate among exposure groups. To accomplish this end, epidemi­
ologists have mostly used relatively crude surrogates, such as wire code and spot 
measurements for residential studies and job titles for occupational studies, al­
though a new generation of studies in the electric utility occupations is relying 
increasingly on personal exposure monitoring. The difficulties attendant to 
ubiquitous exposure are compounded by our poor understanding of the exposure 
metrics most relevant to the study of specific health outcomes. 

Various studies summarized in this chapter suggested possible relation­
ships of M F exposure to cancer attributable to dimensions of exposure that go 
beyond crude surrogates: historical T W A exposure based on an engineering 
model (12); probability of exposure irrespective of time (44); length of time on 
job (46, 56, 58); age at first exposure or latency (51, 57, 58); and various M F 
parameters associated with relevant job sites, including TWA, median, time 
above threshold, and different exceedance values (55, 57, 58). These studies 
(together with many others not mentioned) have not produced a consistent or 
clear picture of the relationship of MFs to adverse health effects. We have not 
identified the prediagnostic time frames that are critical or the exposure metric 
during those time frames that perturbs, i f at all, the appropriate biological sys­
tem^). 

In fact, epidemiologic results could conceivably produce false leads con­
cerning critical time frames for M F exposure. For example, MFs are not consid­
ered to be genotoxic agents (70% and i f they were carcinogenic (for example, as 
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a cancer promoter or co-promoter), one might expect their critical biological 
effects to occur in the later stages of carcinogenesis. However, the results of 
Demers et al. (57), as discussed, suggest that the risk of male breast cancer was 
related most strongly to early adult (putative) M F exposure that occurred 30 or 
more years prior to diagnosis. In a similar manner, Matanoski et al. (57) reported 
that risks peaked when a 15-year lag period was interposed. The further back in 
time needed to estimate exposure, however, the more likely it is that work prac­
tices were different with respect to both M F and other potentially carcinogenic 
exposures. Consequently, the interpretation of such studies, vis-a-vis temporal 
aspects of M F exposure, must be undertaken with caution. 

Ideally, laboratory studies are well suited for exploring questions about 
M F exposure metrics that may be associated with adverse health effects because 
of the control over exposure conditions afforded to the investigator. However, a 
reasonably clear picture of exposure-dose relationships and dose-effect relation­
ships resulting from identifiable biological mechanisms has not emerged (71). 
This state of affairs has been further complicated by the lack of replicability of a 
number of findings, sometimes even within the same laboratory. 

To conclude, a great many approaches have been attempted to character­
ize personal exposure to MFs in the residence and workplace. Without the bio­
physical υηΰβφίηιώ^β for understanding the relations of exposure to dose at 
target tissue and of dose to biological effects potentially relevant to health ef­
fects, most epidemiologic and exposure studies have defaulted to an approach 
based largely on T W A exposure quantities. A n exploration of other potentially 
relevant metrics has become possible with the advent of personal exposure de­
vices that log a detailed exposure history over the course of a day or more. 
Nonetheless, the available technology has driven the selection of metrics rather 
than biophysical principle. Investigators have succeeded, in some measure, in 
describing the relationships between various exposure surrogates and personal 
exposure, particularly T W A quantities. Though displaying some predictive value 
with respect to personal exposure, key surrogates, such as wire codes and job 
title, have introduced into the epidemiologic studies exposure misclassification, 
whose effect has not been well estimated. The misclassification has arisen as a 
result of the inexact correspondence of surrogate category to contemporaneous 
exposure and the misclassification due to temporal extrapolation. The issue con­
cerning M F and health is important enough to keep working to reduce errors 
associated with M F exposure assessment. 
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Electromagnetic Fields and Cancer: 
Laboratory Studies 

Larry E. Anderson and Lyle B. Sasser 

Biology and Chemistry Department, Battelle, Pacific Northwest 
Laboratories, P.O. Box 999, Richland, WA 99352 

Convincing evidence from a large number of laboratories indicates 
that exposure to extremely low frequency (ELF) magnetic and elec­
tric fields produces biological responses in animals. However, no 
animal studies clearly demonstrate deleterious effects of ELF fields, 
although several suggest potential health impacts. A major current 
emphasis in laboratory research is to determine whether the re­
ported epidemiological studies that suggest an association between 
electromagnetic field (EMF) exposure and risk of cancer are sup­
ported in studies using animal models. Several approaches are out­
lined in the experimental approach to this question. From the per­
spective of laboratory animal studies, this chapter will discuss 
studies investigating the potential relationship between ELF mag­
netic and electric field exposure and the risk of cancer. 

'HE INTERACTION OF AN AGENT WITH HUMANS is of prime importance and 

A concern, but many areas of biological investigation are more efficiently and 
appropriately conducted with various animal species. Animal studies provide an 
integrated system that can be used in studies in which experimental variables can 
be controlled, specific hypotheses can be explored, and exposure can be pre­
cisely assessed. Given the uncertainty and the relatively low power of electro-

0065-2393/95/0250-0225$12.00/0 
©1995 American Chemical Society 
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226 ELECTROMAGNETIC FIELDS 

magnetic field (EMF) epidemiologic studies to ascertain the relationship be­
tween E M F exposure and possible adverse health effects, animal studies are 
especially important in evaluating any potential association between E M F and 
cancer. 

However, animal studies for risk assessment purposes have limitations 
that must be addressed. Extrapolation of experimental results from laboratory 
animals to humans remains somewhat tentative, both because of important 
biological differences between humans and animals and because the mechanisms 
(and hence the biologically relevant exposure parameters) by which the effects 
may arise are often unknown. Furthermore, studies using laboratory animals are 
typically carried out with high doses throughout the lifetime of the animals. The 
relevance of these exposure conditions to those generally experienced by hu­
mans is uncertain. 

Animal Models 

Several different approaches and animal models can be used in laboratory cancer 
studies. The selection of a specific model depends largely upon the hypothesis 
chosen to evaluate a particular underlying mechanism. For example, i f one 
desires to test an agent (e.g., EMF) for its potential to be a complete carcinogen 
(an agent that by its application alone causes a cancer to develop), 1/4 to 2 years 
of exposure of mice or rats to the agent is necessary. During that time it is impor­
tant to keep exposure to other possibly confounding agents to a minimum. In this 
regimen the animals are observed during the major portion of their lifetime, and 
the number, type, and time of development of tumors are the critical end points. 
This type of study should include several dose groups and requires a relatively 
large number of animals, particularly i f the natural incidence of a tumor type is 
low. As one would surmise, studies evaluating complete carcinogenicity are 
expensive because of both the length of time and the number of animals in­
volved. It is also an open question as to whether such studies can yield meaning­
ful results when studying E M F . This problem arises because of the inadequacy 
of present knowledge on what aspects of the E M F signal may be biologically 
active. 

Because carcinogenesis is a multistep process, another approach is to as­
sume that the agent of interest acts either as an initiator or a promoter for which 
a two-phase protocol is required for testing. Initiation is defined as a genotoxic 
event in which the carcinogen interacts with the organism to directly affect the 
D N A . Promotion is operationally defined, associated with the experimental 
protocol, and occurs when the promoting agent is applied subsequently to initia­
tion and generally over a protracted period of time. Promotion is associated with 
a number of subcellular events that are generally nongenotoxic and is responsi­
ble for the conversion of initiated cells to cancerous cells. To evaluate E M F as 
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12. ANDERSON AND SASSER Electromagnetic Fields and Cancer 227 

an initiator, one high dose of E M F would be given followed by repeated expo­
sure to a model promoter (e.g., 12-0-tetradecanoylphorbol-13-acetate, TPA) 
over a long term. If E M F were to be investigated for possible promotional ef­
fects, the animals would be treated with a known initiator (e.g., 7,12-
dimethylbenz[a]anthracene, D M B A ) , and subsequently exposed to E M F over a 
long term (months). These initiation-promotion approaches have the advantage 
of using fewer animals, a shorter time, and less cost. However, a given model is 
usually limited to evaluating a specific type of cancer and may provide only 
general information on possible biological mechanisms of the agent of interest 
(EMF) and cancer development. 

Spontaneous Tumor Development and Complete Carcinogen 
Studies 

Few truly life-long animal studies examining E M F as a complete carcinogen 
have yet been fully reported, although several are under way (in the United 
States, Italy, Japan, and Canada). Japanese workers reported (/) preliminary 
results of a life-span study to determine the spontaneous carcinogenic effect of 
50-Hz sinusoidal A C (alternating current) magnetic fields in rats. Groups of 48 
Fischer-344 rats of each gender were exposed to flux densities of 5 mT, 0.5 mT, 
or sham fields for 2 years. Exposure to the fields did not increase the incidence 
of total tumors, nor was the incidence of leukemia or brain tumors altered. 

In a multigeneration study (2-4% C F W mice were exposed to 60-Hz A C 
magnetic fields at 25 mT (250 G) for three generations. Animals from the second 
and third generations were conceived and raised in the fields. Preliminary results 
from two sets of animals suggest a significant relationship between exposures to 
the magnetic field as a function of time and malignant lymphoma. Of 55 exposed 
animals, 45% developed malignant lymphoma by the age of 140-273 days; none 
were found in the controls (3% In another group of animals, 78% (32) of the 
exposed animals had premalignant changes or malignant lymphoma compared to 
6% (2) of the controls when evaluated at 363-418 days of age (4% This work has 
appeared only in abstract form, and the exposure intensities were extremely 
high. However, i f the results are indeed related to the fields rather than artifacts 
from the high fields (i.e., heat, noise, vibration, etc.), then these data could 
provide a starting point for understanding dose-response relationships for mag­
netic field exposure and health-related end points. 

Additionally, several studies that were designed to evaluate E M F as a 
promoter of cancer contained control groups that were exposed to E M F without 
being initiated with a carcinogen (e.g., chemicals or radiation). Three such 
studies contained parallel groups of animals to investigate E M F as a possible 
complete carcinogen. These studies include an investigation of lymphoma de­
velopment in mice (5% a mammary tumor-promotion study in rats (6), and a 
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mouse skin tumor-promotion study (7). A major deficiency of using such "add­
on" studies to evaluate complete carcinogenicity is the small group sizes in­
volved. 

In the lymphoma study, Svedenstal and Holmberg (J) investigated the in­
fluence of pulsed magnetic fields on the lymphoma development in the radia­
tion-induced lymphoma mouse model and on spontaneous lymphoma develop­
ment in a life-time study. Mice (227 total) were divided into four groups and 
exposed to (1) 5.24-Gy X-ray, (2) pulsed 20-kHz magnetic fields (vertical, 
sawtooth shaped with a flux density of 15 μΤ), (3) both X-rays and magnetic 
fields, or (4) no treatment. No significant differences were found in the induced 
or spontaneous lymphoma incidence as a result of magnetic field exposure. 

The Beniashvili et al. study (6) found an increase in mammary gland tu­
mors in rats exposed to 20 μΤ for 3 h/day (7 of 25 animals) compared to no 
tumors in 50 unexposed animals. However, the number of animals studied is 
extremely small for this type of study, and no conclusions can be drawn from 
these results. The skin tumor study reported no increase in tumors with long-
term exposure to magnetic fields (500 or 50 μΤ). Both studies are discussed in 
more detail in the following section. 

Initiation-Promotion Studies 

Leukemia Studies. Clinical progression of leukemia was investigated 
in 8-week-old female mice (10 per group) that were implanted with P388 leu­
kemia cells and subsequently exposed to 60-Hz sinusoidal magnetic fields in 
Helmholtz coils for 6 h/day, 5 days/week until death at flux densities of 1.4,200, 
or 500 μΤ (8). Neither incidence nor clinical progression of the leukemia in the 
implanted animals was altered by the magnetic fields at any intensity studied. 

Mammary Cancer Studies. Beniashvili et al. (6) induced mam­
mary tumors in rats with nitrosomethylurea (NMU) at age 55 days (five groups 
of 50 animals). Following administration of the NMU, two groups of the rats 
were exposed to a 50-Hz magnetic field for 30 or 180 min each day. Two other 
groups were exposed to a static magnetic field for either 30 or 180 min/day. The 
results of this experiment are striking, as animals exposed to either the variable 
or the static field for 180 min/day had a higher incidence of mammary tumors as 
well as a greater number of tumors. In addition, the latent period was decreased 
in the exposed animals. No tumors developed in 50 control rats over the 2-year 
study period, whereas seven appeared in 25 rats exposed for 3 h/day to the 50-
Hz magnetic field (without NMU). Such results suggest a possible promoter 
effect of EMF in rat mammary carcinogenesis. 

In two preliminary studies using 60-Hz electric fields (40 kV/m), Leung et 
al. (9) reported that rats initiated with DMBA by gavage at 54 days of age had 
slightly more mammary tumors per tumor-bearing animal at either 18 or 23 
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weeks of exposure than did similarly initiated animals that were not subse­
quently exposed to the field. A statistically significant difference could not be 
demonstrated in either individual study for this response, nor was there evidence 
of an increase in tumor incidence in either study. However, by pooling the data 
of the two studies, the authors found a statistically significant increase in the 
number of tumors per tumor-bearing animal. Even though the two studies were 
not identical replicates, the results suggest a weak promotional effect of electric 
fields. 

Subsequently, a series of mammary initiation-promotion studies were 
conducted by Mevissen et al. (10). Female rats were given 5 mg of D M B A by 
gastric intubation and then sham-exposed; exposed to a 50-Hz, 30-mT field; or 
exposed to a 15-mT DC (direct current) field. A l l animals received three addi­
tional doses of D M B A at weekly intervals. Reference controls and sham-
exposed controls had an average mammary tumor incidence of 66% and 61%, 
respectively. Exposure to the 15-mT D C field did not alter either the incidence 
or number of tumors per animal. The tumor weight, however, was significantly 
increased in the exposed animals. Animals that were exposed to the 50-Hz, 30-
mT field did not exhibit a significant difference in tumor incidence, but the 
exposed animals had twice as many tumors as the controls. When this experi­
ment was repeated using a smaller number of animals, no differences were found 
between exposed and controls. A third experiment in which DMBA-treated rats 
were exposed to a gradient (0.3-1.0 μΤ) 50-Hz field showed no differences 
between exposed and control animals. This study is handicapped by a small 
number of animals in each group. 

Loscher et al. (11) performed an experiment using D M B A to initiate 
mammary tumors in rats and reported a significant increase in mammary tumor 
induction in the rats exposed to a magnetic field. A l l rats received four weekly 
doses of 5 mg of D M B A beginning at 52 days of age. A group of 99 rats was 
exposed, after D M B A treatment, to 50-Hz magnetic fields at a flux density of 
0.1 mT for 24 h/day for 3 months. Another group of 99 was sham-exposed. After 
3 months of exposure, mammary tumor incidence was about 50% higher in the 
exposed group (51 tumors) compared to the sham-exposed (34 tumors). This 
difference was statistically significant (P < 0.05). The tumors were also larger in 
the exposed group (P = 0.0134), but a difference was not found in the number of 
tumors per tumor-bearing rat. 

Loscher and colleagues followed up their initial studies with two further 
mammary carcinogenesis studies. In one study, groups of 36 rats were treated 
with D M B A and subsequently exposed or sham-exposed to magnetic fields for 
13 weeks (12). The gradient magnetic fields in this study, of 0.3-1 μΤ, were 
considerably lower in intensity than in the other study reported (11). The authors 
reported that although a detailed evaluation of mammary lesions showed a slight 
increase in the incidence of hyperplasias and tumors in the magnetic field ex­
posed animals, the changes were not statistically significant and therefore not 
supportive of the hypothesis that E M F exposure may be associated with promo-

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

2

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



230 ELECTROMAGNETIC FIELDS 

tion of mammary cancer in animals. In the second study, large groups of animals 
(99 animals per group) were exposed to 10-μΤ fields for 13 weeks (13). A non­
significant tendency to decreased tumor latency was observed in the exposed 
animals; however, no differences in overall tumor incidence were reported. 
These apparent differences in results from the same research group (i.e., from 
the D M B A mammary cancer study described) may reflect differences in animal 
response at the different field intensities used or may simply be a reflection of 
the differences in group size between the experiments. 

Skin Tumor Models. Skin tumor promotion, after initiation with 
D M B A , was examined in mice exposed to a 2-mT, 60-Hz continuous magnetic 
field, 6 h/day, 5 days/ week for up to 21 weeks (14). Groups of 32 female mice 
were initiated with D M B A (10 nmol) on the dorsal skin. The mice were then 
exposed to the magnetic field with or without TPA promotion (1 μg/week for 21 
weeks). Because none of the exposed or sham-exposed mice developed papillo­
mas, the authors concluded that the fields did not act as a classical tumor pro­
moter. In a second study, two groups of 48 mice were similarly initiated with 
D M B A , and promoted with 0.3 μg (4.9 nmol) of TPA for 23 weeks with or 
without magnetic field exposure to investigate the copromotional effect of the 
fields. The onset of tumor development was slightly earlier in mice that were 
treated with TPA plus magnetic fields, compared to sham-exposed. However, at 
the end of the study, neither the number of animals affected nor the number of 
tumors per animal was different between the two groups (15). 

A life-span skin carcinogenicity study in N M R I / H A N mice exposed to 
A C sinusoidal magnetic fields found no evidence that magnetic fields promoted 
the formation of skin tumors (7). Groups of 36 mice were initiated with D M B A 
(25 μg applied to the dorsal skin of each mouse) and exposed to 50-Hz sinusoi­
dal magnetic fields with flux densities of 50 μΤ or 50 mT for 103 weeks, 19-21 
h/day, or sham-exposed. These results do not support the findings that continu­
ous magnetic fields promote skin carcinogenicity in S E N C A R mice (15); how­
ever, the flux densities used in the S E N C A R mice were much greater than that 
used by Rannug et al. (7). 

The tumor-promoting effects of continuous and intermittent magnetic 
fields were compared in a long-term skin carcinogenesis study of female 
S E N C A R mice after initiation with D M B A (16). Groups of 40 mice were treated 
with D M B A (10 nmol) 1 week before being exposed to the magnetic fields. 
Continuous and intermittent (15 s οη-ofï) 50-Hz horizontal A C fields with flux 
densities of 50 μΤ and 0.5 mT were applied for 19 (weekdays) or 21 (weekends) 
h/day for 105 weeks. Appropriate untreated, DMBA-treated, and TPA-promoted 
control groups were included in the study design. No tumors were found in 
animals treated with D M B A and exposed to continuous fields of 50 μΤ or 0.5 
mT. Totals of four tumors in four animals and 13 tumors in five animals were 
found in the 50-μΤ and 0.5-mT intermittent groups, respectively. Statistically 
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significant differences were not found when the tumor-bearing animals and 
cumulated skin tumors of intermittent groups were compared to the control 
group. However, when the two intermittent groups were pooled and compared to 
the continuous exposed groups, a statistically significant difference (P = 0.014) 
effect was found. No hyperplastic response was associated with the magnetic 
field exposures. The results did not support the hypothesis that continuous mag­
netic field exposure promotes skin carcinogenesis in S E N C A R mice at flux 
densities of 50 μΤ and 0.5 mT. However, a weak promotional effect may be 
associated with intermittent exposures. 

The different results from the continuous and intermittent exposures are 
rather intriguing, but not well understood. Further laboratory experiments wil l 
provide replication of experiments and better understanding of possible mecha­
nisms underlying the potential health effects associated with E M F . 

Liver Cancer Studies. In a series of experiments, Rannug and co­
workers (77, 18) investigated the possibility that magnetic fields interact with 
known initiators or promoters of cancer to induce preneoplastic lesions in rats. 
As a model, they used partially hepatectomized male Sprague-Dawley rats 
treated with diethylnitrosamine (DENA) to initiate tumor development. They 
then treated the animals with phénobarbital for 12 weeks, beginning 1 week after 
initiation, to promote growth of enzymatically altered foci of the liver cells. In 
two studies, rats were initiated with D E N A , then promoted with phénobarbital or 
with 50-Hz horizontal, magnetic fields having flux densities of 0.5 and 50 μΤ 
(Experiment 1) or 5 and 500 μΤ (Experiment 2). A slight increase in γ-glutamyl 
transpeptidase (GGT)-staining foci was reported in Experiment 1, but not in 
Experiment 2. In a third study, animals were exposed to magnetic fields having 
flux densities of 0.5 μΤ or 0.5 mT, both during D E N A initiation and also 
throughout phénobarbital treatment (copromotion; 18). The magnetic field 
inhibited, rather than increased, the size and number of focal lesions. These 
results may suggest a weak interaction of the fields on the process of carcino­
genesis, but evidence of a promotion or copromotional role of magnetic fields 
was not demonstrated. 

Conclusions 

Many studies on possible effects of E M F on tumor development in animals are 
ongoing in several countries. However, relatively little information is yet avail­
able, and any conclusions drawn at this point would be premature. E M F as a 
complete carcinogen or an initiator of cancer has not been demonstrated in 
laboratory studies. Only one set of experiments has suggested such a link; how­
ever, those studies used extremely high field intensities and therefore results may 
have been confounded by problems associated with such extreme exposures. 
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In the tumor-promotion studies that have been reported, results seem to be 
mixed. Some studies reported increased tumor development with exposure, and 
others showed no association. The strongest laboratory evidence for an E M F -
related cancer association is in the area of mammary carcinogenesis. Several 
studies have been conducted, most of which suggest some increase in mammary 
cancer due to exposure. In these experiments, tumors must be initiated with a 
chemical carcinogen for the E M F to have its apparent effect. Some data support 
the idea that E M F may act in a possible copromotional manner, and E M F expo­
sure alone may not be as effective in promoting cancer development. Further­
more, the association between E M F and biological effect may be greater for 
intermittent exposures than for continuous exposure. 

Laboratory work has not yet confirmed the results of the epidemiological 
studies that there may be an association between E M F exposure and increased 
risk of cancer, and further carefully controlled and designed experimental re­
search in the laboratory will be required to determine whether such an associa­
tion is real. If further evidence suggests a relationship between exposure and 
potential health end points, studies in animal models will be necessary to con­
firm the evidence and to understand the possible mechanisms by which those 
effects occur. In particular, laboratory experiments allow specific hypotheses to 
be employed in addressing the issue of whether adverse health outcomes can 
result from E M F exposure. 
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Electric and Magnetic Field Mitigation 
Strategies 

David Fugate1, William Feero, and Fred Dietrich1 

Electric Research and Management, State College, P A 16804 

The emergence of new electric technologies has produced an ex­
tremely complex electric and magnetic field environment in which we 
must work and live. Strategies for mitigation of these fields typically 
vary on a case-to-case basis, depending on the regions of interest, 
the types of sources, the frequency, the field levels, and the attenua­
tion requirements. At the most general level, field management is the 
creation, elimination, or modification of sources in order to alter the 
spatial distribution of electric and/or magnetic fields in some region 
of space. At low frequencies, management of electric fields is rela­
tively straightforward because nearly all objects are conducting 
enough to terminate electric field lines. The opposite is true with 
low-frequency magnetic fields. Only a select set of materials, some of 
them relatively expensive, have the proper material attributes for ef­
fective control of magnetic fields through shielding, and active can­
cellation using coils that produce an opposing magnetic field is of 
limited use when the magnetic field has a complex structure. This 
chapter serves as an introduction to low-frequency electric and 
magnetic field mitigation and gives an overview of typical field man­
agement strategies with an emphasis on magnetic fields. 

1Current address: Electric Research and Management, 2140 William Pitt Way, Pittsburgh, 
PA 15238. 

0065-2393/95/0250-0235$ 12.75/0 
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ELECTRIC APPARATUS IS UBIQUITOUS in our modern society, and so we live in 
an extremely complex electric and magnetic field environment. Although no 

universally accepted human exposure guidelines yet exist, ongoing biological 
research may someday result in the establishment of such guidelines. Regardless 
of human exposure issues, sensitive electronics, magnetic storage media, medi­
cal equipment, and video-display terminals all have limits to electromagnetic 
(EM) field exposure for proper operation. Anticipation of human exposure 
guidelines along with any other E M interference and compatibility issues are the 
motivation for developing practical, cost-effective field management strategies. 

Although the E M spectrum runs the gamut from 0 Hz [DC (direct cur­
rent)] to above 10 2 0 Hz, much of the E M focus is on power-frequency fields at 
50 or 60 Hz. The power frequencies, as well as their low-order harmonics, fall 
well within a frequency range of 3-3000 Hz, designated as the extremely low 
frequency (ELF) band (1). In the E L F band, wavelengths are extremely long; 
from 100 to 100,000 km. Hence, for practical purposes, one is always in the 
"near field", in which quasi-static or "induction" fields dominate over the 
"radiation" fields. This condition means that electric and magnetic fields from 
power-frequency sources can be treated as being independent of each other. For 
a given system, the electric fields are determined by the voltages, and the mag­
netic fields are determined by currents. The focus of this chapter wil l be on low-
frequency field management, with an emphasis on magnetic fields because they 
are the more difficult of the two to shield. 

Electric and magnetic fields are formally defined in terms of the force that 
a charged particle would encounter as it moves through space (2). As such, elec­
tric and magnetic fields are vector fields; they each have a magnitude and direc­
tion associated with any point in space. The way in which the fields vary through 
space defines the field "structures", and field structures are a function of the 
sources that create them. Examples of electric and magnetic fields due to two 
conductors that run perpendicular to the page may be visualized through field 
lines, as shown in Figure 1. 

Power-system voltages are sinusoidal with a fundamental frequency of 50 
or 60 Hz. The loads in the system, or the impedances, determine how much cur­
rent flows for an applied voltage. Linear circuit elements such as capacitors, 
inductors, and resistors result in currents that are sinusoidal at the same fre­
quency as the applied voltage. Sinusoidal linear systems are handled mathemati­
cally using a phasor representation, where it is understood that all quantities os­
cillate at one frequency. A l l that is required is a phase and magnitude to fully 
specify the waveform of any quantity as a function of time. Thus, electric and 
magnetic fields created by power systems are characterized by a magnitude and 
phase for each of the three orthogonal vector components. The field plots of Fig­
ure 1 represent a "snapshot" in time of the field structures in a plane. 

Often, however, the loads in a power system are nonlinear and the result­
ing currents are not purely sinusoidal; the current waveform is distorted. Exam­
ples of typical nonlinear loads are iron-core inductors or semiconductor switch­
ing circuits. Nonlinear loads result in higher order harmonics. Therefore, the 
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13. FUGATE ET AL. Electric and Magnetic Field Mitigation 237 

Figure 1. Fields associated with two long conductors running perpendicular to 
the page. The electric field is determined by the voltage between the conductors, 
and the magnetic field is determined by the currents. The magnetic field shown is 
due to equal but opposite currents in the two conductors. 

electric and magnetic fields due to a power system are present not only at the 
fundamental frequency but also at the higher order harmonics. This phenomenon 
is especially true of the magnetic fields. Figure 2 shows a periodic waveform of 
flux density in the x-direction as a function of time with third, fifth, seventh, and 
ninth harmonics, and Figure 3 shows the amplitudes of the corresponding fre­
quency components. 

As described, characterization of electric and magnetic fields can be quite 
complex. At each point in time, the electric and magnetic fields at each point in 
space are each specified by a magnitude and direction. In the steady state, 
power-system voltages, currents, and the fields they create are periodic. Thus, a 
field can be characterized at each point in space by the phase and magnitude of 
each of the three vector components at the fundamental frequency, as well as the 
same information about any harmonics that are present. The variation of these 

t 

Figure 2. Periodic waveform of flux density in the x-direction that contains third, 
fifth, seventh, and ninth harmonics. 
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ι 
60 180 300 420 540 

f(Hz) 
Figure 3. Magnetic field frequency components of the waveform shown in Figure 
2 

parameters as a function of space defines the structure of the field. In the broad­
est sense, field management is the creation, elimination, or modification of field 
sources in order to alter the field structure in some region of space, typically to 
reduce the field magnitudes. The rest of this chapter discusses the sources of 
electric and magnetic fields as well as methods for altering their structure. 

Electric Fields 
Electric Field Sources. The electric field strength, or simply electric 

field, results from the separation of charge. For a given configuration, the volt­
age between conductors is a measure of the amount of charge separation and 
hence the electric field. The usual letter symbol used in technical literature to 
denote the electric field is E. 

In the context of this discussion, energized conductors are the usual source 
of electric fields. Electric fields are measured in volts per meter (V/m). When 
discussing electric fields found near high-voltage sources, such as transmission 
lines, the prefix "k" for kilo (1000) is often used so that the unit of measure is 
kilovolts per meter (kV/m) or 1000 V/m. Some scientific journals report the 
electric field in volts per centimeter (V/cm); 1 V/cm equals 100 V/m. 

Whenever a difference in potential or voltage exists between objects, then 
an electric field is present. For the same geometry, a higher voltage means a 
higher electric field. The left side of Figure 1 shows the electric field between 
two wires. The electric fields are twice as large everywhere i f the voltage be­
tween the two wires is increased from 110 to 220 V . As long as the leads to an 
appliance are energized, electric fields are present. Hence, electric fields may be 
present even when an appliance is not operating. 

To minimize electric fields external to a system of conductors, the spacing 
between the conductors should be minimized. As the spacing is decreased, the 
electric field between the conductors increases rapidly, but the field beyond the 
conductors decreases. To illustrate this concept, Figure 4 shows the electric field 
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13. FUGATE ET AL. Electric and Magnetic Field Mitigation 239 

Figure 4. Electric field external to the conductors decreases as they are moved 
closer together. This decrease is an example of a cancellation effect because 
from a distance that is several times the spacing between conductors, the net 
charge appears to be zero. 

due to two conductors with wide and narrow spacing. The voltage between the 
conductors is held constant. The decrease in external fields is due to a cancella­
tion effect. From a distance that is much larger than the spacing between conduc­
tors, the net charge appears as zero. 

Limiting factors for conductor spacing might include dielectric break­
down, safety and reliability, maintenance, and system capacitance. For systems 
with uninsulated conductors, air ionizes and becomes conducting when the elec­
tric field reaches 3 χ 106 V/m. Hence, some minimum practical spacing exists 
that depends on the voltages and the geometries of the conductors that are in­
volved. 

Electric Field Shielding. Charges in electrically conductive materi­
als placed in an electric field wil l migrate to the outside edges of the material 
and terminate the field lines at the surface. The redistribution of charges cancels 
the original electric field within the material. At low frequencies, many things in 
our environment are conductive enough to affect the electric field in this manner. 
In addition to metals, which have very high conductivities on the order of 107 

S/m, the human body, wood, and materials with some water content are conduct­
ing enough to shield electric fields. 

The fact that so many physical objects distort the electric field makes 
control technology very easy. Placing a conductive enclosure around a volume 
wil l eliminate the electric field within, as shown in Figure 5. Charges in the con­
ductive enclosure migrate to the surface and terminate the electric field lines. 
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240 ELECTROMAGNETIC FIELDS 

Figure 5. Charges on a conducting enclosure shield the interior by terminating 
the electric field lines. 

This enclosure is often referred to as a Faraday cage. At ELFs, the conductive 
enclosure can be as simple and inexpensive as a wire-mesh screen. 

The Earth itself is conducting enough to be considered an equipotential 
surface in many cases. In fact, voltages on conductors are often referenced to 
"ground" potential, the voltage between the conductor and Earth. Figure 6A 
shows an energized conductor above the Earth and the resulting electric field. 
Any conductor that is grounded to Earth provides some shielding in the region 
between the energized conductor and Earth, as drawings Β and C of Figure 6 
illustrate. Partial shielding is provided by a grounded conductor as in Figure 6B, 
and complete shielding is provided by a grounded enclosure as in Figure 6C. 

In summary, conducting objects are effective in shielding electric fields. 
The subject can be shielded, as in the extreme case of live-line maintenance per­
sonnel who work on energized, extra-high-voltage conductor systems; or the 
source can be shielded, as in a pad-mount transformer, in which a grounded 
metal shroud is placed around the transformer. 

Magnetic Fields 

Magnetic Field Sources. Magnetic fields are produced by moving 
electric charges, which in general implies an electric current. Any wire carrying 
an electric current is a source of magnetic fields. Magnetic fields are specified in 
terms of magnetic flux density by the international unit of tesla (T). For the 
power-frequency fields typically considered, the microtesla (μΤ), or ΙΟ"6 T, is 
the practical version of the international unit. The popular usage in the United 
States is milligauss (mG), a holdout from the English cgs (centimeter-gram-
second) system of units; 10 mG equals 1 μΤ. 
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A long wire creates a magnetic field that is proportional to the current in 
the wire, J, and inversely proportional to the distance from the wire. However, a 
single isolated wire is atypical because currents flow in closed paths (unless 
electric charge is being accumulated). Residential single-phase wiring, for ex­
ample, consists of a 110-V "hot" wire and a neutral wire in which currents flow 
in opposite directions. The neutral wire can be thought of as the return path for 
the current, although the sinusoidal current changes directions twice every 
l/60th of a second. In three-phase power transmission or distribution systems, 
three wires carry equal currents that are 120° out of phase, but for balanced 
conditions, the sum of the three currents is zero at any instant in time. 

The magnetic field from cables with balanced currents decreases more 
rapidly than for an isolated wire because the magnetic fields due to opposite 
currents tend to cancel. At a distance much larger than the spacing between the 
wires, zero current appears to be in the cable. The key to reducing magnetic 
fields is to keep the spacing between the source and return currents as small as 
possible. This concept of minimum spacing holds for three-phase systems as 
well, but for the higher voltage systems, a limit to spacing exists, as described in 
the section on electric fields. 

On low-voltage systems, the wires are typically spaced very close to each 
other, and spacing is not an issue. In many cases, however, the grounding of 
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242 ELECTROMAGNETIC FIELDS 

electric systems at multiple locations for safety considerations provides alternate 
return paths. When this condition occurs, a portion of the return current flows in 
a path that can be much farther away than the intended return path, which results 
in higher magnetic fields. One example of unwanted currents flowing on an al­
ternate path is shown in Figure 7. A residential service drop consists of three 
wires: two hot wires, one at +110 V and one at -110 V , sometimes called the hot 
legs; and a neutral conductor. The voltages on the two hot legs are equal and 
opposite with respect to the neutral conductor. When loads in the house (shown 
as Ζ in Figure 7) on the two hot legs are unbalanced, the difference in current is 
supposed to return on the neutral cable. For safety reasons, the National Electri­
cal Code requires that a ground connection be made from the neutral bus of the 
service panel to the metallic water system of the house. Often, the water system 
is a low-impedance electric path between homes in a neighborhood. It represents 
an alternate path for return currents by virtue of the ground connections from 
service panel to water pipes in every home. Depending on the impedances in­
volved, a significant fraction of return current may flow on the water pipes; the 
result is large current loops and larger residential magnetic fields. 

The water pipe ground connection is, however, extremely important from 
a safety standpoint. It eliminates the possibility of electric shock that can occur 
when an energized conductor accidentally contacts the metallic water system. 
Ongoing research has developed and is testing methods for eliminating ground 
currents without compromising the safety of the electric system. 

To summarize, the first part of magnetic field management is understand­
ing the magnitude of fields that different sources create and placing them accord­
ingly or limiting the proximity of other objects to the source. The second part of 
magnetic field management is understanding how the spatial distribution of cur­
rents affects the magnetic fields. This part of field management involves the 
limiting of large current loops by minimizing the spacing between wires that 
carry the source and return currents and the elimination of unwanted currents 
flowing in alternate paths that result in large current loops. 

Magnetic Shielding Basics. As described in the introduction, mag­
netic fields have a structure in space, and shielding can be defined as changing 
or altering the magnetic field structure to lower the field magnitude in a region 
of space. A n alternative but equally valid view of shielding is producing addi­
tional magnetic field sources that lower the field magnitude in a region of inter­
est through cancellation. This alternative view is as valid as the first definition 
because the only way to alter field structure is through the creation of additional 
sources (assuming the original sources cannot be mitigated). In the process of 
shielding, one needs to understand the full impact of the shield design on the 
magnetic field structure; when fields are lowered in one region, the fields may be 
increased in another region. 

Quantifying Shield Performance. In some technical literature the 
shielding factor is defined as the ratio of the field outside the shield to the field 
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NEUTRAL 

HOUSE 1 HOUSE 2 

WATER SYSTEM 

Figure 7. Alternate return path for current returning to the distribution trans­
former. Instead of returning on the neutral conductor of the service cable, some 
currents flow across the ground connection to the water pipe, out onto the water 
system, and back through the ground connection and neutral conductor at other 
homes. 
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just inside the shield. This ratio is not a true measure of shielding because the 
shield changes the original field structure. A shield increases the magnetic field 
in some regions while it reduces the field in others. A true measure of shield 
performance is obtained by looking at a single point with and without a shield. A 
typical measure of shield performance is the shielding factor, the ratio of the 
magnetic field at a single location with a shield in place to the magnetic field at 
the same location without the shield. 

Because the shielded and unshielded fields may be out of phase, the 
shielding factor is a phasor with magnitude and phase. The magnitude gives the 
ratio of peak fields, and the phase represents the difference in time between the 
peak field magnitudes. With this definition, a shielding factor magnitude of 0.01 
means that only 1% of the original field exists with the shield in place, or con­
versely, that the shield reduces the field by 99%. A shielding factor phase of 90° 
means that the peak shielded and unshielded fields occur one-fourth of l/60th of 
a second apart in time; l/60th of a second represents 360° phase for a 60-Hz sine 
wave. Except for a limited set of ideal shield geometries, the shielding factor 
wil l vary as a function of space. Shielding factor can be confusing because a 
smaller number represents better shielding. 

The inverse of the shielding factor magnitude represents the attenuation 
factor; for example, a shielding factor of 0.01 represents 100-fold attenuation. 
Often the attenuation is specified in decibels (dB) as: 

attenuation (dB) = -20 log |SF| 

where |SF| is the shielding factor magnitude. Thus, for example, 20 dB of at­
tenuation represents an attenuation factor of 10 and shielding factor of 0.1, and 
40 dB represents an attenuation factor of 100 and shielding factor of 0.01. 

Passive Shielding Mechanisms. Ferromagnetic materials are a 
secondary magnetic field source, in which charges at the atomic level result in 
magnetic fields at a macroscopic level (5). In most ferromagnetic materials, 
these very small sources are randomly oriented and not apparent until an exter­
nal field acts on them to line them up in an additive fashion. Some ferromagnetic 
materials maintain a portion of this magnetization because of an external field 
and act as a field source even without the external field, as with permanent mag­
nets. 

The problem sources of magnetic fields are typically currents flowing in 
wires. As secondary sources, however, ferromagnetic materials can alter the 
original field structure in a region of space and hence are useful for shielding. 
Traditionally, ferromagnetic materials are thought of not as sources that result in 
cancellation but as materials that alter the structure of the magnetic field by 
providing a preferred path for lines of magnetic flux. This process is often re­
ferred to as flux shunting and is illustrated in Figure 8. 

People often think of ferromagnetic materials as the only type of magnetic 
shield (which is usually true for D C magnetic fields), but a second shielding 
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Figure 8. Example of the flux-shunting effect of a ferromagnetic material. 

effect for A C (alternating current) fields is produced by induced current, as pre­
dicted by Faraday's law. Faraday's law, one of Maxwell's equations that govern 
electric and magnetic fields, indicates that electric fields, and hence currents in a 
conductive material, are produced by time-varying magnetic fields. These cur­
rents are induced in a manner that tends to oppose or cancel the original mag­
netic field. 

Thus the two mechanisms for shielding magnetic fields with materials are 
the induced-current mechanism and the flux-shunting mechanism. Both mecha­
nisms are due to the induction of new magnetic field sources, which modify the 
original field structure. 

Magnetic Shielding Classification 

With the basic shielding concepts in mind, we can now move to a broad classifi­
cation of magnetic field shielding methods, shown in Figure 9, that is useful for 
putting the different approaches in perspective. At the highest level, magnetic 
shielding can be broken into two main categories, active and passive. Passive 
shielding is a result of one or both of the two shielding mechanisms, flux shunt­
ing due to ferromagnetic materials or induced currents due to electrical conduc­
tivity. Passive shielding occurs in response to an applied field. Active shielding 
involves the control of additional field sources (currents) that attempt to cancel 
the imposed magnetic field in some optimum fashion. 

Under the heading of passive shielding are shields made of materials that 
are both conducting and ferromagnetic, so that both passive shielding mecha­
nisms are involved. A n example of this type of shield is a box enclosure made of 
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Conducting and 
Magnetic Materials 

1 f y f 

Magnetic Conducting 
Materia) Material 

Conductor 
Loops 

Figure 9. A classification of magnetic field shielding strategies. 

steel. Steel is ferromagnetic and conducting enough that induced currents are a 
significant factor in shield performance. Alternatively, the enclosure could be 
made of both steel and aluminum. 

Passive shields exist that make use of only one of the two basic shielding 
mechanisms. A magnetic material shield that makes use only of the flux-
shunting mechanism might be made of a ferrite material that has a low conduc­
tivity. Examples of high-conductivity shields are enclosures or barriers made of 
typical nonferromagnetic metals, such as copper or aluminum. 

Finally, under the conducting-only subset of passive shielding is the con­
ductive-loop passive shield subset. Instead of allowing currents to flow through­
out enclosures, the induced currents are limited to flow in conductive loops of 
wire. This type of shielding is being investigated for reducing magnetic fields 
near transmission and distribution power lines. A n example is shown in Figure 
10. Shield wires run parallel to the power lines for the distance that is being 
shielded and then connected at the ends to form a loop. The magnetic fields from 
the power lines induce current in the shield loop that tends to reduce the mag­
netic fields from the power line. 

In active shielding, the currents in a loop are not induced but rather are 
controlled to have the proper phase and magnitude that best cancels the imposed 
magnetic field in some region of space. Often active shielding involves sensor 
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Τ Τ 

PASSIVE LOOP PASSIVE LOOP 

Figure 10. An example of passive magnetic field shielding using a passive wire 
loop. Induced currents in the loop reduce the fields beneath the transmission 
line. 

feedback for automatic control of the currents in the cancellation coils. Disad­
vantages of active shielding are that, i f the currents are not phased properly, one 
can increase the field instead of cancel it, and building a system that cancels the 
field equally well in all regions of space is nearly impossible. Active cancella­
tion and conducting-only passive shielding (nonferrous materials) represent 
shielding options that do not affect the Earth's D C magnetic field. 

Finally, hybrid systems are combinations of active and passive shielding 
methods that make use of the strong points of each method to form an extremely 
effective shield system. A method for enhancing the shielding effectiveness of 
ferromagnetic shields called "shaking" can be classified as a hybrid method. 
Shaking is a method for improving the effective permeability of a ferromagnetic 
material shield through the use of coils that create a relatively strong field in the 
shield at another frequency (4). The additional field at a different frequency 
keeps the magnetic domains from locking on crystal defects, thus enhancing the 
ferromagnetic effect. The drawback is the creation of a new field at another fre­
quency. Reference 5 describes an extremely effective hybrid magnetic shield 
that makes use of a number of the shielding methods. 

The sections that follow discuss passive and active shielding in more de-

Passive Shielding. Passive shielding is accomplished by placing a 
material shield between the magnetic field source and the region to be shielded. 
The shield may be as simple as a flat plate of steel or as complex as a multiple-
material multilayer shield enclosure. As described earlier, the two basic shield­
ing mechanisms are based on the shield material properties: the induced-current 
mechanism and the flux-shunting mechanism. In both cases, secondary field 
sources are the result of an applied field. These secondary field sources oppose 
the magnetic field in the shielded region, which results in lower magnetic fields. 
This restructuring of the magnetic field also results in higher magnetic fields in 
other areas. 

tail. 
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Flux Shunting. Another measure of magnetic fields is the magnetic 
field strength or magnetic field intensity, usually given as the symbol H. Mag­
netic field strength is measured in amperes per meter (A/m). Magnetic flux 
density is related to magnetic field strength through the constitutive law 

Β = μΗ 

where μ is permeability. In air, μ equals μο (the permeability of a vacuum) and 
has a value of 4π χ 10~7 H/m; in ferromagnetic materials, μ accounts for mag­
netization. The permeability μ of a material is a measure of how much additional 
flux is developed in the material for a given applied field. The additional flux is 
due to the lining up of many small dipoles at the atomic level, which results in a 
source of magnetic fields at the macroscopic level. The net effect is that the ad­
ditional sources result in some cancellation of the magnetic field in the shielded 
region. 

The term "flux shunting" refers to the perspective that ferromagnetic ma­
terials provide a preferred path for lines of magnetic flux. Plots of the magnetic 
flux lines near a ferromagnetic material show that the material appears to attract 
the flux lines, pulling them toward itself and providing a preferred path, as illus­
trated in Figure 8. Hence, the view is that the magnetic flux is shunted around 
the shielded region. The higher the permeability, the better the path for magnetic 
flux lines, or the better the flux-shunting capability. Shield performance using 
the flux-shunting mechanism depends on the large-scale geometry of a shield, 
the thickness of the shield, and the ferromagnetic properties of the shield mate­
rial. 

Figure 11 shows two flux plots from a computational program that models 
the shielding of a plate adjacent to two long wires carrying current in opposite 
directions. In Figure 11 A , the adjacent plate has no effect because it has been 
assigned nonconducting, nonferrous properties. In Figure 1 IB, the plate has been 
assigned a high permeability, typical of a good ferromagnetic material. The flux 
lines are pulled in toward the material, run vertically in the material, and then 
exit, thus shielding the region to the right of the plate. 

Permeability is a nonlinear function of applied field. Figure 12 illustrates a 
portion of a typical permeability curve as a function of magnetic field. The per­
meability starts at an initial value, increases rapidly, reaches saturation, and 
eventually drops to a relative permeability of 1. Saturation occurs when the 
maximum amount of magnetization has been achieved. Likewise, the shielding 
capability of this material would start at some initial level, improve as the ap­
plied field is increased, and then deteriorate as the material saturates. 

Induced Currents. Faraday's law states that time-varying magnetic 
fields induce electric fields. In conducting materials, the result wil l be induced 
currents. The currents are induced in a manner that opposes the changes in mag­
netic flux through the material. Thus, the induced currents act as a source of 
magnetic fields that tend to cancel or reduce the applied field in the shielded 
region. 
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Figure 11. Two flux plots front a computational program that models the shield­
ing of a plate adjacent to two long wires carrying current in opposite directions. 
A: the adjacent plate has no effect because it has been assigned nonconducting, 
nonferrous properties. B: the plate has been assigned a high permeability, typi­
cal of a good ferromagnetic material resulting in significant shielding to the 
right of the plate. 

The magnetic fields and induced currents in the shield decrease exponen­
tially from the shield surface with a characteristic length called the skin depth, δ, 
defined as 

δ = 1/^σμπ/ 

where/is the frequency of the alternating magnetic field, σ is the shield material 
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30 

^ Τ 1 1 1 1 1 1 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 

Η-FIELD (Oe) 
Figure 12. Permeability curve as a function of magnetic field strength, H, in 
oersteds (Oe). 

electrical conductivity, and μ is the shield permeability. The skin depth equation 
shows that the shielding effect of induced currents depends not only on conduc­
tivity but on permeability as well. For example, even though carbon steel is less 
conductive than aluminum, the skin depths are not that different because carbon 
steel has a higher permeability. In most cases, ferromagnetic materials made 
from metals such as iron and nickel are also conducting enough so that the in­
duced currents can be quite significant. 

If a shield is several skin depths thick, it can shield quite well. It is possi­
ble, however, to have significant induced current shielding when the shield is 
only a fraction of a skin depth thick. 

Figure 13 shows two flux plots from a computational program that models 
the shielding of a plate adjacent to two long wires carrying current in opposite 
directions. In Figure 13A, the adjacent plate has no effect because it has been 
assigned nonconducting, nonferrous properties. In Figure 13B, the plate has been 
assigned a high electrical conductivity, typical of a metal such as aluminum. The 
induced currents flow such that the field is decreased to the right of the plate and 
increased to the left of the plate. The finite extent of the plate results in some 
field lines coming around the ends. 

For the comparison of different materials, Table I shows the calculated 
shielding factors of an infinitely long cylinder surrounding two wires carrying 
current in opposite directions. Exact analytical expressions, based on first-order 
modified Bessel functions and their derivatives, exist for this idealized geometry. 
The cylinder has an inner radius of 10 cm. The high-nickel alloys provide the 
best shielding, but they are the most expensive, must be annealed, and are sensi-
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A 

251 

Figure 13. A: flux lines due to two wires carrying equal currents in opposite di­
rections adjacent to a nonconducting plate. B: the same wire sources, but the 
plate is now conducting, and induced currents shield the region to the right of 
the plate. Due to the finite height of the plate, some flux comes around the ends. 

Table I. Calculated Shielding Factors for an Infinitely 
Long Cylinder with Inner Radius of 0.1 m as a Function 

of Three Thicknesses and Various Materials 
Material 5 mm 2 mm 1 mm 
Aluminum 0.2529 0.5493 0.7964 
Copper 0.1425 0.3410 0.5878 
Carbon steel 0.0841 0.3337 0.5246 
48% Nickel 0.0013 0.0128 
80% Nickel 0.0001 0.0030 
NOTE: Absent entries signify a shielding factor <\0Γ*, which 
would appear as all zeros to four significant digits. 
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tive to shock and stress, which degrade the shielding performance. In actual 
application, the shielding factor wil l be a function of position due to end effects 
and possibly due to the method used to connect cylinders end to end. For a given 
material, not only the thickness but also the radius of the cylinder has an effect 
on the shielding factor. 

As with the cylindrical shield, the large-scale dimensions of a plate shield 
(i.e., length and width) and location of the shield with respect to the magnetic 
field sources have an impact on the shielding factor. The two graphs in Figure 14 
illustrate these two issues by way of results from a two-dimensional simulation 

2.0 ft Height: Effect of Shield Width 

5 ft width 

7 ft width 

9 ft width 

-8 -6 -4 -2 0 2 4 
Distance (feet) 

6 8 

Β 5 ft Width: Effect of Height From Bus 

0.6 ft above bus 

1.1 ft above bus 

2.0 ft above bus 

-8 -6 -4 -2 0 2 4 6 8 
Distance (feet) 

Figure 14. Two graphs of shielding factor curves from a two-dimensional simu­
lation that illustrate (A) the dependence of shielding on the large-scale dimen­
sions of a shield and (B) the dependence on shield location for a plate above a 
three-phase bus with 1.5-foot spacing between conductors. The carbon steel 
plate was 0.05 inches thick. The curves show the shielding factor along a line 7 
feet above the three-phase bus. 
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of a plate shield above a three-phase bus carrying balanced currents. The 
shielding factor is evaluated along a line located 7 feet above the bus. In Figure 
14A, the three lines show how the shielding factor changes as the shield width is 
increased from 5 feet to 7 and 9 feet. Figure 14B shows how the shielding im­
proves as the shield is moved closer to the bus. For all cases, the shielding is 
most effective near the center and degrades as one moves toward the edges. 

As mentioned in the shielding classification, conducting loops are a subset 
of conducting-only passive shielding. The induced currents, instead of flowing 
throughout sheets of material, flow in wires. The currents in the wire loop, and 
hence the obtainable shielding, are limited by the impedance of the loop, a 
combination of the resistance and self-inductance of the loop. Because the loop 
is simply a wire circuit, capacitive elements may be added that cancel some of 
the inductance, which results in a lower impedance and higher cancellation cur­
rents. However, adding capacitance changes the phase of the cancellation cur­
rents. For a given configuration, a capacitance exists that is a compromise be­
tween lower loop impedance and phase shift in the wrong direction. This 
capacitance wil l result in optimum shielding (6). As mentioned earlier, this 
method of shielding is being applied to transmission and distribution lines. Fig­
ure 10 shows an example of a transmission line with parallel shield wires that 
reduce the magnetic field beneath the wires. 

The shielding available from a passive loop is quite limited when com­
pared with a material enclosure. Enclosures can reduce the fields by several or­
ders of magnitude, but a passive loop typically only approaches 1 order of 
magnitude reduction or less. 

Multiple-Layer Shields. Traditionally, nested layers of magnetic mate­
rials with air gaps have been used as D C and A C magnetic shields. The layer 
closest to the source is made with material that has a higher saturation flux den­
sity, and the inner layers are made of high-performance ferromagnetic materials 
that saturate at lower flux densities. 

The development of analytical models of shields consisting of multiple 
layers has shown that enhanced passive shielding can be obtained through the 
use of alternating layers of conducting and magnetic materials. For a fixed shield 
thickness, the combination of materials in multiple layers outperforms a single-
layer shield of the same thickness made with only one or the other material by 
itself. Furthermore, a given shield thickness has an optimum number of alternat­
ing shield layers as well as an optimum percentage of each material. 

For example, in some configurations an 8-mm shield made of two pairs of 
aluminum and steel (four layers, each 2 mm) wil l outperform a single 8-mm 
layer of steel or a single 8-mm layer of aluminum. A multilayer shield made of 
aluminum and steel may approach the performance and cost of a single layer of 
expensive nickel alloy material while weighing less. 

The mechanical challenges of multilayer shields are not always justified, 
but in some cases, they may represent cost, weight, and performance improve­
ments for a given shielding application. 
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Practical Shield Considerations. A n understanding of the shielding 
mechanisms is important in implementation of magnetic field shielding. As de­
scribed earlier, induced-current shielding is dependent on the induced currents 
circulating over large-scale dimensions. If a shield is constructed with four insu­
lated aluminum sheets, as shown in Figure 15, instead of one large sheet, the 
shielding effectiveness wil l be diminished. The same type of consideration holds 
for ferromagnetic materials, in which the shielding diminishes with the addition 
of air gaps between adjacent sheets of shield material. 

Often it is unclear whether it is more effective to shield a room from ex­
ternal sources or shield the sources. In some cases the distinction is not clear, 
such as when a flat sheet of material is placed between source and shielded re­
gion. From the cost standpoint, one would obviously want to minimize the ma­
terial and construction costs of a shield system. The distance from the source 
often determines the extent of the shielding required. As an example, consider 
the configuration shown in Figure 16, in which a flat sheet of shield material is 
placed between a three-phase source and the room to be shielded. The finite ex­
tent of the shield is an issue, as was shown in Figures 13 and 14, in which the 
field comes around the sides of the shield. The shielding effectiveness is at 
maximum directly behind the shield and then decreases as one moves back from 
the shield. The closer the plate is to the source, the smaller the shield needs to be 
for the same effectiveness. On the negative side, the closer to the source, the 
higher the losses in the shield. If ferromagnetic materials are used, then the non­
linear property of the material must be considered. In higher fields, the shield 
wil l have a higher effective permeability and wil l be more effective. If the source 
is strong enough, the ferromagnetic shield may saturate, which results in poor 
shield performance. 

Active Shielding. Active shielding is typically what comes to mind 
when people talk about magnetic field management through cancellation. In fact, 
it is often referred to as active cancellation and not considered shielding, per se. 

c c 
c ο 

Β 

Figure 15. Shield performance is diminished in going from a single continuous 
sheet of aluminum (A) to four separate sheets (B) because the induced currents 
can no longer circulate over the large scale dimensions of the shield. Electric 
continuity must be maintained between adjacent sheets. 
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SHIELDED 
REGION 

1 

/ 
/ 
/ 

/ 

TRANSFORMER V A U L T 

Ο 
Ο 

α 

B U S 
CURRENTS 

•DISTANCE F R O M S O U R C E 

'/ V. /· /-/·/·/. '/. /·// V. 
Figure 16. Flat sheet of material between a three-phase bus and a room forms a 
magnetic shield. The distance from the source has an effect on the required 
large-scale dimensions for the shield. 

A n active cancellation system consists of coils carrying imposed currents. The 
orientation of the coils, as well as the phase and magnitude of the imposed cur­
rents, is such that cancellation of the magnetic field is achieved in the region of 
interest. Figure 17 illustrates the basic idea of active cancellation. A n offset loop 
carrying current in the opposite direction creates a magnetic field that opposes 
the original source field, which results in cancellation that varies as a function of 
space. In some regions of space, the field is actually increased. In actual imple­
mentation, the sources and cancellation coils may be much more complex. 

Complex multiple-coil systems are commonly used on naval vessels for 
"magnetic silencing" to avoid detection and magnetically triggered weapons. 
Active cancellation is also used in the medical industry for the shielding of mag­
netic resonance imaging (MRI) equipment because it is much lighter than a pas­
sive shield made of ferromagnetic material. Active cancellation is ideal for MRI 
equipment because details of the magnetic field sources are exactly known. 

In many cases, the magnitude and phase of current in the cancellation coil 
are simply adjusted to best cancel the magnetic field at some point in the region 
of interest. However, the original source of the magnetic field may vary in time, 
which necessitates continuous adjustment of the current in the cancellation coil. 
A magnetic field sensor at some location in or near the shielded region may be 
used as the feedback information for a control system that automatically adjusts 
the current magnitude and phase in the cancellation coils. This situation is shown 
schematically in Figure 18. A feedback control system automatically tracks 
variations of the magnetic field. 

On the negative side, i f not phased properly, an active cancellation system 
can increase the field instead of canceling it, and building a system that cancels 
the field equally well in all regions of space is nearly impossible. Complex sys­
tems of cancellation coils are required for canceling magnetic fields that vary 
dramatically in space. Furthermore, the ability of a feedback system to respond 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

3

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



256 ELECTROMAGNETIC FIELDS 

CANCELLATION 
COIL 

OPPOSING FIELD 

SOURCE CURRENT 

Figure 17. This two-coil setup illustrates the basic concept of active shielding. 
The cancellation coil above the source coil carries current so that it produces a 
field that tends to cancel the source field. 

to quick changes in magnetic field is limited. This system limitation contrasts 
with the response of an induced-current shielding system, which has better per­
formance as the speed of a magnetic field transient increases. 

Conclusions 

Because so many materials or objects are conducting enough to alter electric 
fields, magnetic field management is much more complex than electric field 

MAGNETIC 
SENSOR 

PROBLEM 
FIELD 

CONTROLLER 
CURRENT CANCELLATION 

CONTROLLER 
CURRENT CANCELLATION 

CONTROLLER 
SOURCE COIL 

^MAGNETIC 
FIELD 

Figure 18. A magnetic field sensor provides feedback for automatic control of an 
active cancellation system. 
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management. The appropriate field management strategy wil l depend on the 
dominant field magnitudes; the type of field, magnetic or electric; the physical 
characteristics of the sources; the function of the sources; the attenuation re­
quired; the region over which the attenuation is required; and any constraints on 
various management techniques. 

For both magnetic and electric fields, the physical layout of wires is a 
critical consideration for managing these fields. Sources should be located at a 
distance from a critical region, whether it is an office or a sensitive piece of 
electronic equipment. Minimum spacing of wires wil l result in lower magnetic 
and electric fields. Control of alternate current paths that result in large current 
loops is another key area for magnetic field management. 

Once options for modifying the sources are exhausted, shielding is the 
next step. As described previously, shielding of electric fields is relatively 
straightforward using conducting materials. Achieving significant magnetic field 
reduction using active or passive shielding is more difficult. The sections of this 
chapter on active and passive shielding of magnetic fields discussed the pros and 
cons of each of these methods, as well as some considerations for implementing 
either of these techniques. The keys to successful shield design are (1) identify­
ing the key magnetic field sources, (2) characterizing the fields from these 
sources, (3) using accurate material properties for passive shield calculations, (4) 
understanding the basic passive shield mechanisms, and (5) understanding the 
design tradeoffs between the various alternatives. 
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Bioelectromagnetics in the Service 
of Medicine 

C. Andrew L. Bassett† 

Bioelectromagnetics Research Center, Riverdale, NY 10463 

This chapter reviews the history and efficacy of using pulsed elec­
tromagnetic fields (PEMFs) as a surgically noninvasive technology 
for treating bone injury or bone disease. The primary power distri­
bution of PEMFs is in the extremely low frequency range, but the 
pulse pattern used diagnostically for promoting healing of fracture 
nonunion differs from that used for treating osteonecrosis. Although 
some of the local biomechanisms stimulated by PEMFs are under­
stood, the physical mechanisms by which PEMFs are coupled to 
specific biological events remains elusive and requires further re­
search. Possible applications of PEMFs to treat other skeletal disor­
ders, such as osteoporosis, as well as nonskeletal disorders including 
soft tissue and nerve damage, adult-onset diabetes, and reperfusion 
injuries, are also discussed. 

Bioelectromagnetics and Bone Repair 

History. Electric stimulation of bone repair when fracture healing is 
slow or nonexistent has a long history. Shortly after Volta created the first bat­
tery and Galvani identified "animal electricity" at the end of the 18th century, 
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three cases of fracture nonunion were treated successfully by passing "electric 
fluids" through needles inserted into the fracture gap. The 1812 report by Mr. 
Birch, a surgeon at St. Thomas Hospital in London, triggered a spate of similar 
treatments, and by the mid-1800s electric stimulation was considered a method 
of choice for slow-healing fractures. These D C (direct-current) electrodes were 
largely uncontrolled, and the mechanisms of action were unknown. Abuse of the 
method, in treating a whole range of human ills from cancer to colds toward the 
end of the 19th century, caused a backlash as science began its march to become 
the backbone of medical practice. Soon electric stimulation was looked upon as 
quackery. 

A resurgence of interest was engendered simultaneously in the United 
States and Japan in the 1950s and 1960s when the validity of DC stimulation of 
bone healing was confirmed in animal studies (/, 2). Subsequently, an ever-
broadening search for mechanisms of action began at the cellular level. Simulta­
neously, efforts were launched to bypass the need for surgical implantation of 
electrodes and to place electric stimulation of fracture repair on a more practical, 
less risky, and less costly basis. As a result of these parallel but interlinked ef­
forts, great progress was made in the care of fractures that fail to heal and in 
opening horizons to the benefits to be gained in other diseases and disorders by 
inducing purposeful and precise modifications in the electric microenvironments 
of many different cell types. 

At present, D C electrodes are used in the United States to treat fracture 
nonunion, but only as an adjunct to an open surgical procedure. Uncooperative 
patients, the need for better alignment, and removal of muscle or other soft tissue 
displaced by the original injury into the fracture gap constitute the main indica­
tions for this method. At the mechanistic level, weak DC currents (in the mi­
croampere range) mimic the injury potentials generated in bone by a fracture (5). 
These artificially induced microampere currents appear to restart the healing 
process by recruiting bone-forming cells in a manner similar to the original re­
pair response (4). 

Development of Surgically Noninvasive Method. During the 
search for surgically noninvasive methods to influence fracture healing, both 
time-varying capacitative and magnetic fields were investigated (5, 6). These 
fields were soon recognized to carry much greater "informational" content than 
D C , which is either on or off, of one polarity or another, and of one amplitude or 
another. The frequency(ies) carried in an alternating or pulsing field appears to 
play a major role in determining the type(s) of synthetic and functional activities 
being displayed by a cell, given proper amplitude, orientation, and exposure 
characteristics of the applied field (7). Evidence of bioresponse specificity has 
been developed (8-10) in various tissue-culture, animal, and clinical settings. 
Saying that a patient was "electrically stimulated" is thus as nonspecific as say­
ing a patient was given a drug. 

As the press, lay, legal, and epidemiologic communities have become 
more focused on hazards postulated to exist in environmental magnetic and 
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electric fields, specificity of bioresponse seems to have been ignored. The field 
frequency patterns, amplitudes, and conditions of exposure in the treatment of 
more than 300,000 ununited fractures over the past 15 years, since the Food and 
Drug Administration (FDA) approved the method as safe and effective, differ 
significantly from those of environmental fields. No untoward events or hazards 
were noted in these patients, and the method appears to be devoid of risk. In fact, 
the lessons learned from basic and clinical studies strongly suggest that the haz­
ard issue for power lines and other field sources, i f it exists at all, wil l not be 
resolved until research includes spectral analysis and exposure conditions, in 
addition to field strength. 

Each year approximately 2 million long-bone fractures occur in the 
United States. Of these, 5% fail to heal normally within 3-6 months, and some 
never heal, ending in amputation. Recalcitrant healing stems mainly from de­
struction of blood supply at the time of injury, infection, inadequate alignment 
and immobilization, or combinations. The normal process, in which the fracture 
gap is bridged with bone, is interrupted at a stage when soft tissue fills the inter­
val between the fracture fragments, which leads to pain and instability. Until this 
soft-tissue bridge is removed or can be induced to become bone, the patient is 
disabled. 

Pulsed Electromagnetic Fields 

Care of Fractures Failing to Heal. Classically, patients with de­
layed union or nonunion have been repaired surgically by using bone grafts and 
by internal or external fixation devices made of metal. During the past two dec­
ades, since time-varying magnetic fields were first used in the author's labora­
tory at Columbia University, increasing use has been made of this surgically 
noninvasive technology to "jump-start" the healing process (11-13). Low-
energy, extremely low frequency (ELF), pulsed electromagnetic fields (PEMFs) 
are applied to the fracture site for 8-10 h/day, at home, from an external coil and 
a small, battery-powered pulse generator. The characteristics of the electric 
fields (currents) induced by the magnetic field in the injured extremity essen­
tially mimic the internal fields present in bone when it was dynamically de­
formed, before fracture. Normally, these electric fields are created during physi­
cal activity (e.g., walking) by mechanical deformation of bone and soft tissues, 
which produces a pulsatile electric polarization in these structures both from 
piezoelectric-electret and electrokinetic events (Figures 1 and 2) (14,15). 

Biomechanisms and Coupling Mechanisms. In the 20 years of 
clinical use, considerable attention has been focused on the local biomechanisms 
of P E M F action that result in a success rate equal to that of surgical repair (16). 
Cellular responses stemming from these time-varying fields are appropriate to 
correct the pathology, just as antibiotic use is appropriate to control infection. 
Jump starting a car with a dead battery creates an operational machine; exposure 
of a nonunion to PEMFs can convert a stalled healing process to active repair, 
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Figure 1. A dynagraph trace of strain gauge-measured deflection of a thin canti­
lever beam of fresh bone (bottom) and the electric polarization pattern, as meas­
ured with Ag-AgCl electrodes on its surface (top). These voltage characteristics 
served as a model in developing the magnetic field parameters that could induce 
somewhat similar waveforms in undeformed bone. 

even in patients unhealed for as long as 40 years! Soft fibrocartilage in the frac­
ture gap is induced by PEMFs to calcify, thereby facilitating invasion by blood 
vessels that bring in the bone-forming cells needed to convert the rubbery union 
to a solid bony union (Figure 3) (8). In fact, as much is known about this process 
from tissue-culture, animal, and human biopsy data as is known about the 
mechanisms of aspirin action. 

Unfortunately, on the physics side of the equation, very little is known 
about how such weak athermal fields are coupled to the specific cellular events 
that have been measured. The cascade of signal transduction processes being 

Figure 2. Diagram depicting the waveform induced by a magnetic (B) field, 
generated by Helmholtz-aiding coils. The generator produces a single-pulse sig­
nal, similar to that used clinically. A; waveform measured with a standard coil 
probe in air. B: waveform measured on a piece of bone. The oscilloscopic trace 
in part Β and elements of the top trace of Figure 1 are similar. R, resistance; E, 
electric field; I, current. 
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triggered by PEMFs has been traced in considerable detail from the cell mem­
brane to the nucleus and on to the gene level, at which both selective effects on 
transcription and translation have been recorded (17). Data that have accumu­
lated suggest direct field effects in chromosomes devoid of a cell membrane or 
nuclear envelope (18,19). 

Figure 3. A lateral (i.e., side view) X-ray of the tibia (shin) in a 40-year-old pa­
tient whose fracture occurred 5 years before. In that interval two unsuccessful 
bone grafts had been performed before pulsed electromagnetic field (PEMF) 
treatment was instituted. Severe infection was present and amputation had been 
suggested as an alternative. B: complete bridging of the gap with bone, 6 months 
after coils were applied. The patient wore a cast and used crutches during 
PEMF treatment. 
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Although considerable attention has been focused on physical mecha­
nisms, such as ion cyclotron resonance, parametric resonance, Lorenz forces, 
and singlet-triplet states, among others, to explain the bioeffects of weak E L F 
fields, the search lags far behind those that define cell reactions. Perhaps the 
complexities of biology have eluded the physicist to the same degree as the 
complexities of physics may have eluded the biologist. For example, phased 
arrays of antennae, such as those in Jodrell Bank, have been used extensively by 
astrophysics to detect weak electromagnetic signals from the universe. In bone, a 
myriad of cells (osteocytes) are electrically coupled via junctional complexes to 
form phased arrays, far more sensitive and selective than one might judge from 
the analysis of a single, spherical cell awash in a sea of thermal noise (Figure 4). 

Despite our extensive understanding of how PEMFs promote healing of 
patients with ununited fractures, many authors continue to promote the notion 
that "the mechanism" is unknown without defining whether they are referring to 
the biological or physical effects of PEMFs. Furthermore, physicians and biolo­
gists seem to have forgotten their elementary education that all chemical reac­
tions are based on electric charge-charge interactions. This confusion has helped 
retard more extensive clinical use of the technology because regulators at the 
F D A , although they approved PEMFs as safe and effective in 1979, continue to 
demand an indication-by-indication approval for any new application. If the 
biological action of a new antibiotic proves it to be effective against the strepto-

Figure 4. Diagram of bone cells, called osteocytes, embedded in an osteon (the 
black circle in center of the structure is a vessel). These spiderlike cells link 
processes throughout these 0.5-1-mm-long, cylindrical structures. The links 
(junctional complexes) electrically couple one cell with its neighbors in phased 
arrays. Such arrays are far more sensitive to weak "signals" than a single 
spherical cell and may explain, in part, how such stimuli are detected above 
thermal noise. 
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coccus, for example, the physician is left the decision as to when to use it, 
whether for a strep throat or a strep abscess; such is not the case with PEMFs. 

How PEMF Treatment Is Prescribed. A P E M F unit requires a 
prescription from a surgeon before it is delivered for use by a specific patient. At 
the present time, a number of manufacturers worldwide provide equipment. In 
the United States, approximately 20% of the 100,000 tardy fracture unions are 
treated by this riskless method each year, the remainder being repaired by an 
operation that costs 2-3 times as much and that carries a significant complication 
rate. Since 1979, when PEMFs were first approved by the F D A for treating non­
unions, more than 17,500 members of the approximately 20,000-member 
American Academy of Orthopedic Surgeons have prescribed the method, most 
on multiple occasions. Accumulatively, PEMFs have been used on more than 
one-quarter million patients worldwide. During this time, a number of double-
blind clinical studies (20-23) buttressed earlier randomized prospective studies 
to show sound, statistically significant effects of PEMF in healing bone. 

Treatment of Osteonecrosis. Osteonecrosis or avascular necrosis 
means dead bone. The condition frequently involves the hip of young adults 
(average age 35-38 years) and is referred to in lay terms as a "heart attack" of 
the hip. It is common following a traumatic dislocation of the hip, a fracture near 
the femoral head (the "ball" of the joint), in kidney-transplant patients on corti­
costeroids, in chronic alcoholics, and in other conditions. For whatever cause, 
the blood supply to a weight-bearing portion of the femoral head is interrupted, 
and the bone dies. In the body's attempt to repair the insult, removal of dead 
bone outstrips the formation of new bone, thereby weakening the mechanical 
integrity of the head and setting the stage for collapse. Often, the condition in­
volves both hips. If collapse occurs, disabling osteoarthritis follows quickly (in 
2-2.5 years) (24). Unfortunately, a total hip replacement with a prosthesis at the 
average age of these patients practically ensures the need for one or more reop­
erations before the patient reaches the end of his or her life expectancy. Each 
replacement carries a significantly higher complication rate than the first opera­
tion. 

At the time PEMFs were first used at Columbia in 1979 for osteonecrosis, 
no highly effective therapeutic alternative was available for this condition, short 
of a prosthesis (25). Since that time, more than 2000 patients with this poten­
tially disabling condition have been treated. Treated early in the course of the 
disorder, almost all hips were protected by PEMFs against the natural progres­
sion of the process, bone collapse was avoided, and patients were restored in 
months to comfortable, active lives (26, 27). Even when the femoral head has 
collapsed, and before arthritic changes have occurred, this method is highly ef­
fective in prolonging useful hip function until an age more appropriate for a re­
placement (we hope, only one in a lifetime). In the author's own practice, some 
patients with very severe joint incongruity (from collapse, prior to treatment) are 
fully functional after 12-14 years and show few, i f any, signs of an impending 
degenerative arthritis (Figure 5). 
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Figure 5. Side (lateral) X-ray of the hip in a 38-year-old patient with osteone­
crosis probably secondary to cardiac steroid use. A: immediately before start of 
PEMFs, note the multiple gray lines (fractures) coursing through the "ball" 
(femoral head). Patient was disabled by pain. B: 1 year after PEMFs started, the 
patient was asymptomatic and fully active. Although some collapse occurred 
before treatment was instituted, it has caused no further pathologic change in the 
contour over the past 10 years since treatment was stopped. 

Just as in delayed fracture healing, the biomechanisms of P E M F action in 
this disorder are known and are appropriate to limit or correct the pathology. 
However, the field pattern used to treat osteonecrosis is different from that used 
for the nonunion and has very specific characteristics, i f it is to be effective. A l ­
though PEMFs contain a broad band of frequencies (from approximately D C > 
10 MHz), Fourier transforms show their major power distribution to be in the 
E L F range, and the spectral analysis and power characteristics of the "bone-
healing pulse" are significantly different from the "osteonecrosis pulse" (7). 

Space does not permit more than a superficial presentation of evidence 
here to support the statement that "different pulses produce different effects in 
different biotargets under differing conditions of exposure." More details are 
available elsewhere (7) that indicate that amplitude, frequency, and exposure 
pattern windows apparently determine i f a bioeffect wil l occur and, i f it does 
occur, what its nature will be. For example, both at the transcription and transla­
tion levels, data support specific and different responses to the pulse-burst and 
single-pulse P E M F patterns used in bone healing and osteonecrosis, respectively 
(8,28). Both animal and clinical data demonstrate that the waveforms and repeat 
patterns of the two pulse types can affect both the type of effect and efficiency in 
producing a given response. 

Differences in bioresponses affect us in the clinic, where bone-healing 
pulses have little or no effect on patients with osteonecrosis. Yet both pulse pat-
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terns exert an effect on blood-vessel formation (26, 27). The key to this conun­
drum appears to lie in the type of vascular response to the two different P E M F 
specifications (probably because of their energy and spectral characteristics). 
The bone-healing pulse burst affects the early regenerative phase of vascular 
sprouting and increases the capillary bed, whereas the single pulse affects the 
maturation phase and increases the number of arterioles (29). This single-pulse 
pattern might exert a more predictable benefit in revascularization of an osteone-
crotic femoral head (hip). 

The 72-Hz, single-pulse pattern appears to produce two other salient 
bioresponses, in addition to effects on angiogenesis, that can improve the lot of 
patients with osteonecrosis. First, it damps bone destruction, probably by limit­
ing the action of bone-resorbing cells (osteoclasts) (30-32). Second, it increases 
the rate of new bone formation (31). These several actions are important in 
stimulating revascularization, in rebalancing the rate of bone destruction and 
formation, and thereby in limiting collapse of a weakened weight-bearing struc­
ture. 

On the basis of the known biomechanisms of the 72-Hz, single-pulse pat­
tern, this therapeutic agent can be predicted to be effective not only in osteone­
crosis of the hip but in other disorders characterized by substantial areas of dead 
bone. Radiation necrosis of bone, massive cadaver or other bone grafts, and 
fresh fractures with multiple fragments (i.e., segmental or comminuted) that are 
stripped of their blood supply by injury are all rational candidates for treatment 
with single-pulse PEMFs. Although no carefully constructed clinical trials have 
been carried out for these conditions, the author has had success in patients with 
each of these challenging conditions. 

With the same rationale, clinical data demonstrate a high level of P E M F 
effectiveness in a condition of late childhood and adolescence called osteochon­
dritis dissecans. This disorder appears to stem from the death of a segment of 
bone that supports the joint cartilage, and its subsequent fracture. The knee is 
most frequently involved, although other young joints can be a site for the con­
dition. In the advanced case, the fractured segment of cartilage and bone can 
separate and become a loose body in the joint. Degenerative osteoarthritis often 
develops in the deranged joint, which leads to an early knee replacement in 
many cases (e.g., patients in their late 20s to early 30s). Results of a long-term 
study of PEMF effectiveness reported in June 1994 (33) show early healing in 
the patient with osteochondritis, a return to activities and avoidance of osteoar­
thritis, and therefore joint replacement with a prosthesis. 

Future Applications of PEMFs 

Osteoporosis. If altering the balance between bone formation and de­
struction in a positive manner is possible with PEMFs, then preventing the bone 
loss associated with weightlessness in space flight, from disuse, or from aging 
should also be possible. N A S A began research support of a program at Colum-
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bia in 1976 to test the hypothesis that a bone cell responds to the "message" of 
an electric signal in its microenvironment regardless of the source of the signal. 
In other words, inductive coupling of magnetic fields could be substituted in a 
bone deprived of mechanical deformation to prevent bone loss (Figure 6). The 
result of the 3-year-long research program was positive; not only could bone loss 
be stopped by PEMFs, but once loss had occurred, it could be reversed (30). 
Since then, these results have been independently confirmed in several laborato­
ries and in the clinic (34, 35). 

Despite mechanistic, animal, and human data supporting this approach for 
preventing bone loss or restoring bone mass, little of a practical nature seems 
likely to emerge in the near future. Astronauts do not sleep on coil bunks to 
maintain their bone mass while in space, probably because of the practical con­
siderations of PEMF interference with on-board electric equipment. Further­
more, the pool of approximately 1.5 million postmenopausal women whose his­
tory of extreme bone loss has placed them at substantial risk of hip fracture does 
not appear likely to benefit from the technology. These fractures cost $10 billion 
annually in elderly osteoporotic patients, yet the specter of product liability has 
mitigated against pursuit of F D A approval and a market. 

The press and the lay and legal worlds are clearly concerned that electro­
magnetic fields are hazardous to health. Despite no evidence of risk after 20 
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Figure 6. Diagram to link common elements of strain-induced or magnetically 
induced electric fields. The characteristics cited for amplitude and frequency 
content (in the center message box) are thought to be important in controlling 
bone formation and destruction, as well as their associated ancillary cellular re­
sponses. Dual arrows from the message box call attention to signaling events 
initiated both at theplasmalemmal level (i.e., cAMP, protein kinase C, Ca2*) and 
within chromosomes (i.e., DNA). These messages stimulate the call to synthesize 
more of what it is normally producing (e.g., collagen, proteoglycan, or enzymes) 
or a different transcript and translation product. 
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years of extensive patient use and with numerous negative tissue-culture and 
animal-safety studies (including experimental cancer) as well as signal specific­
ity, PEMFs continue to be lumped with environmental fields by those unfettered 
by scientific data. Pity the manufacturer sued by the family of a person who was 
treated with a coil for spinal osteoporosis and who developed spontaneous stom­
ach or pancreatic cancer. Given the litigious environment in the United States 
today, along with public perception of a risk associated generally with electro­
magnetic fields, the potential health and cost benefits inherent in PEMF use for 
the treatment of postmenopausal osteoporosis wil l probably not be fully realized. 

Osteogenesis Imperfecta. Osteogenesis imperfecta is a condition 
referred to by the public as "brittle-bone disease". A congenital defect in colla­
gen cross-linking afflicts these children; growth is stunted and a low bone mass 
is produced. As a result of this juvenile form of osteoporosis (osteopenia), frac­
tures are frequent, often occurring from minor trauma, such as rolling over in 
bed. Although PEMFs cannot (at least at this neonatal stage of development) 
correct the basic genetic defect, they can increase bone mass and thereby 
strengthen these abnormally weak skeletons and reduce the fracture rate (36). 
Because spontaneous malignancy is not common in these children, the potential 
hazards of litigation noted for adult osteoporotic patients do not appear to be a 
factor limiting use in this condition. On the other hand, widespread application 
of PEMFs for osteogenesis imperfecta in the United States is limited by F D A 
restrictions on PEMF use to an indication-by-indication basis. Industry says it 
cannot justify the sizeable expenditures required to meet F D A regulations, with 
no possibility of recovering costs from the small market represented by this 
relatively rare condition. As the mother of one such patient noted when told of 
this restriction: "Who wil l protect us against the protectors?". 

Osteogenesis imperfecta, osteonecrosis, and postmenopausal or senile os­
teoporosis are not the only conditions in which the ability of PEMF to control 
bone formation and loss can be of potential benefit. Bone loss in periodontal 
disease and loss of ridge height in the edentulous jaw are prime candidates sup­
ported by experimental but not clinical data (57). The rapid destruction of bone 
seen in diabetics and alcoholics with nerve involvement (neuropathy) results in a 
Charcot joint and can be extremely disabling. Most of the skeletal damage is 
caused by unbridled bone destruction, which can be controlled by the early use 
of appropriately configured PEMFs. 

Osteoarthritis. Although the biomechanisms for benefits of PEMF 
treatment for osteoarthritis are unknown, double-blind studies have documented 
significant symptomatic improvement in patients with axial (spinal) and appen­
dicular (extremities) osteoarthritis (38). Field characteristics used for this condi­
tion are very different from those described in previous sections for bone healing 
and dead bone. A number of potential bioresponses are candidates for study, 
including effects on inflammation, joint cartilage breakdown and repair, and 
local sensory organs. Until a rational biological basis is articulated to explain the 
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reported clinical responses with the pulsed-field parameters being employed, 
however, this method will probably not enjoy widespread support in the medical 
community. 

Soft Tissues and PEMFs. Many of the PEMF bioeffects that are 
useful in modifying skeletal problems could be predicted to have rational appli­
cations in skin, ligament, and wound healing, among other entities. Field and 
exposure patterns that increase collagen and proteoglycan synthesis and improve 
the growth of blood vessels can benefit various stages of the repair process in 
these several settings. At the clinical level, double-blind studies showed (59, 40) 
a statistically significant benefit in treating chronic refractory tendinitis of the 
shoulder, tennis elbow (epicondylitis), and chronic skin ulcers. Whether any of 
these PEMF results are linked to local elaboration of growth factors by cells in 
the field remains to be proved, although evidence indicates (41) that ion cyclo­
tron resonance field patterns affect the synthesis and release of these factors in 
vitro. 

The ability of PEMFs to modify cellular calcium concentrations was 
shown to affect secretion (42) and, on this basis, the technology has been used to 
treat adult-onset diabetes. In this condition, a coil placed over the pancreas after 
meals can modify blood glucose levels and reduce the need for pharmacologi­
cally based, antidiabetic agents (43). PEMFs also have demonstrated an ability 
in animals to speed regeneration of peripheral nerves after crush injury or tran­
section (44, 45). In this setting, evidence indicates that protein synthesis in the 
cell body (the neuron) is augmented by PEMFs, and the transport of horseradish 
peroxidase within the nerve fiber (i.e., axoplasmic flow) is speeded (46). These 
bioeffects may well be responsible, in part or whole, for the improvements in 
sensation observed in patients with diabetic neuropathy and long-standing, in­
sensate, full-thickness skin grafts. 

Tissue Electric Properties and Signal Specificity. P E M F effects 
on nerves and bone bring into sharp focus questions about the specificity of ac­
tion of certain field parameters. For example, the single-pulse (72-Hz) pattern 
can be used effectively both to slow bone removal and to speed nerve regenera­
tion. Arguably, the cellular events in these two settings are sufficiently different 
that they require different messages during field exposure. At least two factors 
deserve attention in assessing this issue. First, PEMFs contain a broad band of 
frequencies, some of which may affect bone cells and not nerve cells and vice 
versa. Second, not only are the structure and molecular content of various tissues 
different, but so too are their passive electric properties (e.g., dielectric con­
stants, impedance, electret, and solid-state characteristics). This difference 
means that the electric voltage waveforms induced by a time-varying magnetic 
field differ from tissue to tissue (47). As a result, a nerve cell embedded in its 
tissue framework will be exposed to quite a different voltage amplitude and fre­
quency spectrum than a bone cell embedded in bone, despite being exposed to 
PEMFs with common specifications. 
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Perhaps one of the most exciting and promising applications of PEMFs, 
outside the skeletal system, is in their apparent ability to limit reperfusion injury, 
commonly attributed to production of oxygen radicals. In fact, tissue damage is 
significantly reduced in animal models following vascular insults such as large, 
full-thickness skin flaps, ligating the anterior coronary artery to produce a myo­
cardial infarct, or ligating the anterior cerebral artery to induce a stroke (48-50). 

Although the biomechanisms behind the protective effects of PEMFs in these 
conditions remain to be identified, several likely avenues deserve attention. De­
spite their known capacity to promote capillary growth in reperfusion injury, the 
rate of initial tissue damage may well outstrip any improvement in revasculari­
zation, albeit rapid. If this proves to be correct and paramagnetic effects on 
singlet-triplet states can be confirmed, then the production of oxygen radicals at 
the injury site may be affected in a beneficial manner (51). Alternatively, modi­
fications in nitric oxide levels and increased production of oxygen-radical scav­
engers, such as superoxide dismutase or catalase, deserve research support. 

Epilogue 
This presentation focused on the benefits derived by society when amenable 
diseases and disorders are treated with appropriately configured time-varying 
magnetic fields. This technology carries no known risks, reduces the cost of 
health care significantly, and can be applied on a rational basis when known 
bioeffects are specifically targeted at correcting or controlling a given pathologic 
state. Considerable attention was focused on a biomechanistic approach because 
a new therapeutic agent, no matter how useful, always encounters some confu­
sion and skepticism after its introduction. Compared to the concrete therapeutic 
approach of orthopedic surgery, in which the instruments are as palpable as a 
master carpenter's tools, PEMFs are ephemeral. They cannot be seen, felt, heard, 
or smelled, and medical education currently is not equipped to deal with their 
physical or biological aspects. Even in general medical arenas accustomed to 
dealing with problems considerably more abstract than surgery, drugs are pal­
pable, but PEMFs are not. 

This emerging use of selected time-varying magnetic fields as a potent 
therapeutic tool is yet in its infancy. One can dream about the double helix as a 
frequency-tuned oscillator with transcription being activated by site-specific 
dissociation of countercharge, but dreams must be backed by data to come true. 
Progress wil l require an interdisciplinary effort involving not only physicists, 
engineers, biologists, geneticists, physiologists and physicians, but particularly 
chemists. It is they who probably wil l unlock the secrets of signaling through 
quantum and charge-charge effects, and these secrets must become a standard 
part of medical education. Armed with knowledge about how it works, others 
can devise an expanding horizon for bioelectromagnetics in the service of medi­
cine. 
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Therapeutic Aspects of Electromagnetic 
Fields for Soft-Tissue Healing 

Betty F. Sisken1 and Janet Walker2 

1Center for Biomedical Engineering and Department of Anatomy and 
Neurobiology, 2Division of Orthopedic Surgery, University of Kentucky, 
Lexington, KY 40506 

Few therapies besides surgery are available to aid healing of soft­
-tissue injuries such as those of skin, ligament, tendon, muscle, and 
nerve. Noninvasive electromagnetic field therapy may offer a viable 
alternative. Although historically this therapy has been used to pro­
mote healing of ununited fractures, recent research indicates that 
this modality can now be appropriately used on soft tissue as well. 
We review the progress made in this area with a concentration spe­
cifically on nerve injuries. 

APPLICATION OF ELECTRIC FIELDS and electromagnetic fields (EMFs) to pro­
mote healing of hard tissue (bone) has been used by clinicians for almost 20 

years. Only recently have these modalities been tested and employed on soft-
tissue injuries (skin, nerve, muscle, and tendon) and the pain associated with 
injury. In this chapter we review the response of different soft-tissue models to 
EMFs (see Table I). We concentrate especially on the nervous system, which has 
been frequently mentioned as one of the systems vulnerable to power-line fields 
and cellular phones. 

Some of the original in vitro (tissue-culture) and in vivo (animal) studies 
employed direct current (DC) or alternating current (AC) administered by elec­
trodes immersed in culture medium, surgically implanted into tissue, or placed 

0065-2393/95/0250-0277$12.00/0 
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Table I. Characteristics of Electromagnetic Fields 
Repetition Peak Magnetic Positive Induced 

EMFType Rate (Hz) Field(mT) Amplitude (mV/cm) 
Clinical PT (5-ms burst) 15 19.0 14.5 
Clinical single pulse 72 3.5 15.0 
PEMF (single pulse) 2 0.3 0.05-0.1 
Sinusoidal 20 3.9 

50 0.5 
60 1.3 
72 1.1 

500 0.16 
NOTE: Data for electromagnetic fields (EMFs) were obtained using a probe coil (65 turns, 0.5-cm 
diameter). PT is pulse train; PEMF is pulsed electromagnetic field. [In vitro studies using direct 
current of 10-90 nA (electric current density of 13-122 nA/cm2) correspond to an electric field of 
8-72 uV/cm.] 
SOURCE: Data are from references 46-49. 

on the skin above or adjacent to the lesion. The use of Helmholtz coils to induce 
EMFs for healing represents a more recent technology. The primary advantage 
of the magnetic coils is that they are noninvasive and can be well-adapted for 
treatment of soft- or hard-tissue injuries (or both simultaneously). 

These modalities were initially tested in tissue-culture models by screen­
ing for adverse reactions that result from overheating (with high current levels) 
or production of electrochemical products at electrode surfaces. With in vitro 
methodologies, time of exposure, signal frequency, amplitude, and field intensi­
ties are easily determined under controlled conditions. Once these basic parame­
ters are optimized, they can be extrapolated for use in animal preparations. 

Use of Electrodes 

Although stainless steel electrodes to administer D C or A C were implanted ini­
tially to promote bone repair, less reactive materials such as platinum, titanium, 
or tantalum replaced steel as the electrodes of choice (1-3). Electrodes are com­
monly used to promote fracture healing because bony structures are surrounded 
by thick soft tissues. The obvious advantage of using implanted electrodes in 
bony structures is that they can be inserted directly into or close to the area to 
promote new bone growth. In fracture healing, the bones are then stabilized with 
internal plates and screws or intramedullary nails, and/or the limb is immobi­
lized by using an external cast. This relatively stable structure helps to hold the 
electrodes in place. For adequate healing and rehabilitation in bony injuries as 
well as injuries to ligaments, tendon, and muscle, early motion of the limb may 
be required to prevent joint contractures or tendon adhesions. Early limb motion, 
however, may dislodge the implanted electrodes. In skin wounds, surface elec­
trodes are commonly used for administering current because limb movement is 
not usually required for effective rehabilitation. 
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Use of Electromagnetic Coils 
The advent of noninvasive E M F technology occurred in the 1970s and is gen­
erally used for promoting bone repair (4-9). Occasional use of EMFs for healing 
soft-tissue injuries has been reported (10-14). When coils are used to administer 
EMFs, however, it is not clear whether the response obtained is due to the mag­
netic field or the resultant induced electric field. In our experience using cultured 
neurons, promotion of growth of new nerve processes occurred whether we used 
electrodes to administer electric current (DC) to the neuronal cells or coils that 
induced electric fields via the magnetic fields (which may also contribute a 
growth-promoting effect). Whether these coils are employed in basic research on 
animals or clinically on patients, they are noninvasive and fairly easy to use. 

In the following sections we present the results of experiments on two 
types of soft-tissue injuries: wound healing (skin and underlying tissue) and 
nerve regeneration. In fact, nerve regeneration is in many respects an extended 
wound-healing response that encompasses regrowth of nerve axons at and 
through the wound site. 

Wound Healing 
After injury the healing response begins almost immediately, and it involves 
many cellular species that play specific roles in a time-dependent manner. To 
inhibit blood loss, a clot forms and the wound is subsequently debrided by in­
flammatory cell activity, especially by lymphocytes (15). This initial phase is 
followed by macrophage invasion, fibroblast proliferation for scar tissue forma­
tion, and subsequent development of new vascular loops to provide a blood 
supply to the regenerating tissue. This process of revascularization originates 
from preexisting capillaries; the capillary endothelial cells first proliferate and 
then migrate into the wound site. The influence of EMFs on the initial phases of 
capillary formation was investigated by Yen-Patton (id), who showed enhanced 
growth of endothelial cells that formed small capillaries in culture when the dish 
was exposed to 15-Hz pulsed electromagnetic fields (PEMFs). Numerous inves­
tigators (17-19) documented an increase in fibroblast proliferation when cultures 
were exposed to a number of different PEMF signals. 

Skin incisions and skin flaps can be used in animals as tissue models for 
wound healing. To determine healing of skin flaps, assessment is made of the 
percentage of flap survival found in the distal portion of the flap. Flap survival is 
correlated directly with the blood supply, and thus treatment efficacy can be 
determined indirectly by measuring parameters such as blood flow and numbers 
of capillaries. In a study by Freedman et al. (20), PEMFs of 5-ms pulse bursts 
repeating at 15 Hz (average magnetic field of 15 G, Electrobiology, Inc., NJ) 
were tested on healing of dorsal skin flaps in adult rats. PEMFs applied imme­
diately after surgery and for the next 5 days significantly decreased the percent­
age of necrosis relative to untreated controls. A dose response was obtained (21), 
and the greatest decrease in necrosis found was on the third day of treatment (6 
h/day). A similar enhancement of flap survival was observed (22, 23) by using 
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sinusoidal electromagnetic fields (SEMFs), with an indication that the response 
may be frequency-specific (i.e., enhancement at 20 and 72 Hz but not at 500 
Hz). 

The early effects of PEMF treatment (50 Hz) on 3-cm-square skin wounds 
indicate that newly formed vascular networks were found 6 days after surgery 
only in rats subjected to the fields (24). This healing response extended to day 
42, at which time all treated rats had closed wounds and 6% of untreated con­
trols had wounds still not healed. In contradistinction to these reports, PEMFs 
(Electrobiology Inc., 15 Hz) applied to 4-cm circles of skin wounds had no ef­
fect on wound contraction and epithelialization (25). 

Clinical application of pulsed high-frequency (27-MHz) EMFs delivered 
by Diapulse machines was used in patients to reduce swelling and accelerate 
wound healing (10, 11, 26). Barclay et al. (12) treated hand injuries with 
Diapulse (27.12 M H z emitting 27 and 90 mW/cm 2 in short bursts of 65 μ8) for 
2.5 h/day until the patients were discharged from the hospital. In 30 matched 
pairs the most marked effect was reduction of swelling followed by diminished 
pain and faster functional recovery. 

Venous Ulcers. Breakdown of skin into open sores especially on the 
leg may occur as a result of venous outflow obstruction. These ulcers occur most 
frequently in the older population and may persist as recalcitrant venous stasis 
ulcers. Because few i f any therapies are effective in promoting healing of these 
wounds, noninvasive EMFs are an obvious alternative. A study by Stiller et al. 
(13) tested an E M F device on patients with venous ulcers by using a double-
blind, placebo-controlled randomized design. The magnetic field amplitude was 
22 G, and exposure was for 3 h/day for a total time of 8-12 weeks. Results of 
this study indicated that magnetic fields significantly decreased wound depth, 
produced a 47% decrease in wound area, and improved pain intensity scores. 

The full potential for employing noninvasive E M F technology to expedite 
recovery and healing of skin lesions such as those from mechanical or burn in­
jury has yet to be exploited. The advantages of local application of surface elec­
trodes or electromagnetic coils to deliver current (and magnetic fields) cannot be 
overestimated. 

Ligament, Tendon, and Muscle. Although few studies have been 
devoted to testing the efficacy of EMFs on ligament, tendon, and muscle inju­
ries, this area is an exciting one for research. With the advent of arthroscopic 
surgery and increasing numbers of patients undergoing ligament and tendon re­
pair, the use of noninvasive biotechnology to hasten return of function has po­
tentially great benefit. For example, Currier et al. (14) combined electric and 
electromagnetic stimulation to patients following anterior cruciate ligament re­
construction to test how well this therapy could reduce muscle wasting, which is 
a common occurrence after such surgery. This combination, which used surface 
electrodes to deliver direct pulsatile current and a single coil with peak ampli­
tudes of 1.5 χ 103 G to induce current deep within the tissue, resulted in muscle 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

5

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



15. SISKEN AND WALKER EMFs for Soft-Tissue Healing 281 

contractions lasting 10 s. After 10 weeks, muscle loss was measured and found 
to be significantly reduced in subjects undergoing treatment relative to control 
subjects. Although this study demonstrates the beneficial effects of electromag­
netic stimulation on muscle rehabilitation by artificially maintaining muscle 
contractions, the influence of these fields on actual ligament healing has yet to 
be completely investigated. 

A recent report on the healing of resected patellar ligaments of rabbits by 
L in et al. (27) indicated that magnetic fields of 50 G with pulse frequency of 10 
Hz resulted in the maximum healing response. These data were based on his­
tological assessment of capillary and fibroblast numbers and on tensile strength 
measurements. Significantly higher tensile strength was obtained 1 and 2 weeks 
after resection compared to lower amplitude P E M F and to untreated controls. 

The mechanisms underlying skeletal muscle activity and the influence of 
nerves on this activity were investigated by Lomo (28, 29% whose objective was 
to use a denervated muscle preparation to ascertain how well external stimula­
tion could substitute for natural innervation. Lomo found that stimulating the 
muscles directly with surface electrodes by using a train of pulses from 1 to 500 
Hz, thereby mimicking patterns of activity within the normal range, could re­
store nonjunctional properties of the muscle. Properties at the neuromuscular 
junction are, however, dependent upon both neurotrophic molecular influences 
and muscle activity. Preliminary studies performed in our laboratory on male 
rats following sciatic nerve crush injury demonstrate improved functional recov­
ery using low-level PEMFs (2 Hz, 3 G), which promote nerve healing and re­
generation without producing muscle contractions (30). The relative contribution 
of recovery due to nerve regeneration and that due to prevention of target muscle 
atrophy has not been studied and remains a fruitful area to be investigated. 

Nerve Regeneration 
Peripheral nerves differ from central nervous structures in their ability to regen­
erate after injury. Moreover, nerves subjected to crush injury regenerate faster 
and reach appropriate targets better than nerves subjected to transection injuries. 
After traumatic transection injuries, the results are often devastating because the 
structures they innervate may become temporarily and sometimes permanently 
useless as a result of tissue atrophy. Time-dependent changes in integrity and 
function of the target tissue (or organ) are associated with the size of the nerve 
and the distance of the injury from the spinal cord. The closer the injury is to the 
spinal cord, the longer the time for recovery and the greater the likelihood of 
disuse atrophy of (limb muscle) target organs (31). Therefore, the regeneration 
process must begin as soon as possible to foster return of function. 

In a transection injury the nerve fibers distal to the injury degenerate; new 
fibers derived from the proximal stump must grow out to cross the injury site to 
innervate the end organs. Unfortunately even with the best of surgical proce­
dures to reapproximate proximal and distal fibers, misalignment occurs at the 
repair site (32). The slow regeneration rate and misalignment problems tend to 
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result in atrophy of distal end organs and little functional return. The long-term 
goal of our investigations is to develop innovative (bioelectromagnetic) methods 
to overcome the problems associated with traumatic injury and the slow regen­
eration of peripheral nerves. 

Some of the first studies testing E M F effects on nerve regeneration used 
animal models with transection injuries. Wilson and Jagadeesh (33) reported 
their preliminary work on sciatic nerve with Diapulse (27 MHz, 5-120 mW/cm 2) 
to enhance regeneration. Conduction velocity of nerve was restored after 1 
month. A more extensive study using Diapulse was conducted by Raji and Bow-
den (34) on the transected common peroneal nerve in rats. The rats were treated 
for 15 min daily for periods up to 2 months. Although body temperature in­
creased transiently during the treatment periods, significant acceleration of nerve 
regeneration was obtained, along with an increase in size of intraneural blood 
vessels. 

Using the transected sciatic nerve of rats as a model, Ito and Bassett (35) 
tested a single-pulse P E M F (72-Hz) signal used clinically for bone healing. Af­
ter 12-h/day treatments the animals were tested for restoration of motor function; 
Ito and Bassett found that recovery occurred in half the time required for recov­
ery in untreated controls. This technology was tested on regeneration of the 
common peroneal nerve of the cat by Orgel et al. (36). The leg of the cat was 
fitted with coils 5 days after transection and exposed to a 15-Hz pulse burst 
(peak induced amplitude of 15 mV, peak magnetic field of 19 mT) or a single-
pulse 72-Hz P E M F (peak induced amplitude 15 mV, peak magnetic field of 3.5 
mT) for 10 h/day, 6 days/week for 3 months. Those animals treated with the 
pulse-burst signal had a significant improvement in the number of surviving par­
ent neurons on the operated side of the spinal cord as labeled by retrograde 
transport when compared with the single-pulse-treated or control animals. 

We have been experimenting with the influence of electric fields or EMFs 
on nerve growth and regeneration for some time. Our initial studies looked at in 
vitro models of sensory ganglia and whether DC (37) and then PEMFs stimu­
lated neurite "outgrowth", a term used for regeneration of nerve processes in 
culture (38). In the studies using D C we found that a window of 10-60 nA (13-
80 nA/cm 2) applied via platinum or tantalum electrodes to culture medium con­
taining dorsal root ganglia expiants stimulated neurite outgrowth relative to 
controls (38). This enhanced growth was also found when low-level PEMFs (0.5 
G, 2 Hz) were applied noninvasively to culture dishes containing similar ex-
plants (39). Subramanian et al. (40) also showed that PEMFs, 25 or 15 Hz, act 
synergistically with nerve growth factor to produce the longest neurites. 

The animal model of peripheral nerve injury we are now using was devel­
oped from experimentation with in vitro models. A survey of PEMF signals and 
characteristics used in vivo to promote growth and regeneration of hard and soft 
tissue indicates frequency windows of specificity usually between 1 and 100 Hz 
(41). Studies of crushed nerve lesions of sciatic nerve provided evidence that 
PEMFs (amplitude 3 G, repetition rate 2 Hz, Bietic Research, NJ) following a 
crush lesion significantly stimulated the regeneration rate of rat sciatic nerve by 
22% (42) and enhanced functional (behavior) recovery to the same extent (30). 
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Table II. Factors Used To Stimulate Mammalian Nerve Regeneration 

Treatment Testing Modality Increase (%) Ref 
PEMF (2 Hz) Sensory 22 41 
SEMF(50Hz) Sensory 21 45 
Testosterone Motor 26-30 50 
IGF-I Sensory 20 51 
Org 2766 Sensory 20-40 52 
3,5,3'-Triiodothyronine Motor 22 53 
Forskolin Sensory 15 54 
8-Bromo-cAMP Sensory 18 55 
NOTE: PEMF and SEMF are pulsed and sinusoidal electromagnetic fields, respectively; 
IGF-I is insulin-like growth factor I; ORG 2766 is an analogue of adrenocorticotropic 
hormone-(4-9); 8-bromo-cAMP is 8-bromoadenosine 3',5'-eyclic monophosphate. 

In these studies the whole rat was exposed to the fields. More importantly, pre-
treatment of the animals before lesioning evoked the same degree of augmented 
response as that observed when the animal was treated after lesioning (59, 43). 
Testing this same P E M F signal and coil system using rats on the more challeng­
ing transection lesion, Zienowicz et al. (44) found enhanced stimulation of func­
tional recovery (gait analysis) starting in the third month and continuing to the 
end of the experimental time period of 165 days. 

To determine whether sinusoidal electromagnetic fields (SEMFs) are as 
effective as single-pulse EMFs, results using SEMFs of 50 Hz and 4 G were 
found to be comparable (20%) to those of PEMFs using the same crush nerve 
model (45). Pretreating the rats with SEMFs did not result in the heightened re­
generative response found with the 2-Hz PEMF signal. 

Table II lists the electric and chemical factors tested for their effects on 
nerve regeneration; these factors include PEMFs, SEMFs, hormones, growth 
factors, and chemical agents. This list allows a comparison to be made between 
the two E M F paradigms and other paradigms published in the literature used to 
promote regeneration. The data compiled in Table II illustrate that both PEMFs 
and SEMFs stimulate nerve regeneration as well and to the same extent as other 
factors or agents. Some of the mechanisms promoting this stimulation are 
therefore assumed to be similar. As with other soft-tissue models, it remains 
unclear whether the fields act by changing underlying mechanisms of healing or 
by promoting acceleration of normal regenerative processes. 

Conclusion 

E M F stimulation of soft-tissue healing and regeneration is still a relatively new 
therapeutic area of medicine. This technology employs low-level EMFs that can 
be administered noninvasively for extensive time periods without further surgi­
cal intervention. This therapeutic technology is especially attractive for use on 
most tissues, soft tissue in particular. To address such clinical possibilities, more 
research is needed at several different levels: those using tissue cultures to de­
termine underlying mechanisms, those employing animal models to test for dose 
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response and efficacy, and those using clinical trials to determine how well hu­
mans respond to this therapy. 
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Electromagnetic Heating for Cancer 
Treatment 

Chung-Kwang Chou 

Department of Radiation Research, City of Hope National Medical Center, 
Duarte, CA 91010 

Biologists have demonstrated the cancer-killing ability of hyper­
thermia in combination with radiation and chemotherapy; however, 
clinicians have found it difficult to raise and keep the tumor tempera­
ture at therapeutic levels. During the past two decades, significant 
progress has been made in heat delivery, temperature monitoring, 
and thermal dosimetry. When electromagnetic fields are used, the 
energy deposition is a complex function of the frequency, intensity, 
and polarization of the applied field, of the geometry and size of the 
applicator, and of the dielectric properties, geometry, size, and depth 
of the tumor. Final temperatures in exposed tissues are dependent 
not only on energy deposition but also on blood flow and thermal 
conductivity of tissues. Treatment effectiveness depends on how well 
the tumor is heated. 

PEOPLE HAVE USED HEAT FOR THERAPY since the beginning of human history 
(7). The heat sources used were natural: sunshine, fire, and hot water. The 

earliest recorded use of heat for cancer therapy was 5000 years ago when an 
Egyptian physician used a flaming wooden drill to treat a breast tumor (7). The 
heating achieved with natural sources was generally only superficial. Because 
changes in the vasomotor tone of the blood vessels in the skin aid in the mainte­
nance of constant temperature in deep tissues, the usefulness of heat in therapy 
was limited until relatively recently. Diathermy ("through heat" in Greek) be-

0065~2393/95/0250-0287$12.00/0 
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came available only in the early 20th century, and it made the heating of deep 
tissues possible. More on the history of medical applications of electromagnetic 
(EM) energy can be found in references 2 and 3. 

During the past two decades, interest in the use of hyperthermia in combi­
nation with other forms of therapy has increased significantly (4-9). Currently, 
hyperthermia is still an experimental treatment in the United States, and it is 
usually applied only to patients with advanced disease. Heating methods include 
whole-body heating by hot wax, hot air, a hot-water suit, or infrared radiation; 
and partial-body heating by radio-frequency E M fields (including microwaves), 
ultrasound, and heated blood or fluid perfusion. Clinical and experimental re­
sults from various countries have indicated a promising future for hyperthermia. 
However, the foremost problem is the generation and control of elevated tem­
peratures in tumors. 

Some reports have shown (10, 11) a synergistic effect of heat and radio­
therapy or of heat and chemotherapy. The effective temperature range of hyper­
thermia treatments is very small: 41-45 °C. At lower temperatures, the effect is 
minimal. At temperatures higher than 45 °C, normal cells are damaged. Tem­
peratures in tumors are usually higher than those in normal surrounding tissues 
during hyperthermia treatment because of a difference in blood flow. In addition, 
tumors are generally believed to be more sensitive to heat than normal surround­
ing tissues. This property is explained by the hypoxic, acidic, and poor nutri­
tional state of tumor cells (12). The synergism of radiation and hyperthermia is 
accomplished by thermal killing of hypoxic and S-phase (DNA synthesis) cells 
that are resistive to radiation. Hyperthermia has been used in combination with 
chemotherapy because heating increases membrane permeability and the po­
tency of some drugs. 

When E M methods are used, energy deposition in tissues is a complex 
function of the frequency, intensity, and polarization of the applied fields, the 
geometry and size of the applicator, and the dielectric property, geometry, size, 
and depth of the tumor (75, 14). The material, thickness, and construction of a 
surface-cooling bolus between the applicator and the body also influence the 
amount of energy absorption. The final temperatures are dependent not only on 
energy deposition but also on tissue blood flow and thermal conduction. Because 
of the narrow effective temperature range, the tumor response rate is highly de­
pendent on how much of the tumor is heated to a therapeutic level. 

In this chapter, the biophysics of E M heating will be reviewed, and then 
the methods of E M heating wil l be discussed. 

Biophysics of EM Heating 

Dielectr ic Properties. The dielectric constant and conductivity of tis­
sue (75) make propagation of E M waves in tissue different from that in free 
space. In general, biological tissues can be classified into two major categories. 
Tissues of one category have a high water content (muscle, skin, kidney, and 
liver tissues), which results in higher dielectric constants and conductivity than 
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those of groups with low water content, such as fat and bone. Brain, lung, and 
bone-marrow tissues contain intermediate amounts of water and have dielectric 
constants and conductivities that fall between the values for the other two 
groups. Dielectric properties are frequency-dependent. With an increase in fre­
quency, the dielectric constant decreases and the conductivity increases. Nu­
merical dielectric data of various tissues have been published (15-17). 

The action of E M fields on tissues produces two types of effects that de­
termine their dielectric properties: the oscillation of free charges on ions and the 
rotation of polar molecules at the frequency of the applied field (16). Free-
charge motion loss is due to the electric resistance of the medium. The rotation 
of polar molecules generates displacement current in the medium with an asso­
ciated dielectric loss due to viscosity. These two effects, which produce heat in 
the medium, are the basis of E M energy absorption. 

Bioheat Equation. The rate of temperature rise, d(AT)/dt, in tissue 
heated with E M energy is related to the rate of energy absorption (WA), meta­
bolic heating rate (Wm), and power dissipation by thermal conduction (Wc) and 
blood flow (Wh)9 as expressed in the following bioheat equation: 

^=iL^w«-w<-w<> 
dt 4186c 

where c is the specific heat of the tissue (2, 18). In a typical clinical treatment at 
about 50 W, the temperature rise, AT, wil l increase as shown in Figure 1. Ini­
tially there is a linear increase lasting approximately 3 min. In normal tissues, 
after this linear temperature increase, there is a period of nonlinear temperature 
rise usually lasting another 7-10 min, during which AT becomes important in the 

Figure 1. Temperature rise in tumor and normal tissues during hyperthermia 
showing the effect of blood flow. (Reproduced with permission from reference 
22. Copyright 1983.) 
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(Heating for 30-40 Min ) 

Figure 2. Relative change in skin, muscle, and tumor blood flow as a result 
of heating. (Reproduced with permission from reference 19. Copyright 1984 
American Association for Cancer Research.) 

dissipation of the absorbed energy. In tissues with a low or negligible blood flow 
rate (Wh = 0), the temperature wil l monotonically approach a steady-state value 
dictated by die magnitude of W&9 as shown on the upper curve in Figure 1, with 
equilibrium reached when ΨΛ + Wm = Wc. In vascular tissues, a marked increase 
in blood flow due to vasodilation wil l occur when the temperature reaches the 
range of42-44 °C, as shown in Figure 1, when Wz + Wm = Wc + W\>. 

In many tumors, blood flow is vigorous at the periphery and sluggish in 
the center. Because the blood vessels in tumors are often fully open during ordi­
nary conditions (19% in many cases no further vasodilation occurs during the 
heat treatment (Figure 2). After steady-state conditions are reached, the final 
temperature of the tumor is higher than that of the surrounding normal tissue. 
The shaded area in Figure 1 indicates the range of temperature rises in tumors. 
The lower boundary is for the periphery of the tumor and the upper is for the 
center, in which no blood flow exists. 

The rate of energy absorption W& must be sufficiently high so that the 
therapeutic level of temperature can be maintained over a major portion of the 
treatment period. If too low a power is used, the duration and the level of tem­
perature elevation wil l not, respectively, be long enough and high enough for 
any benefit. With too high a power level, the temperature of the normal tissue 
may not be maintained at a safe level by vasodilation. 
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Methods of EM Heating 
Microwaves occupy the E M frequency band between 300 M H z and 300 GHz, 
with respective wavelengths in air between 1 m and 1 mm. The most commonly 
used frequencies in hyperthermia are 433, 915, and 2450 MHz . They are desig­
nated ISM (industrial, scientific, and medical) frequencies in the United States 
and Europe (433 M H z only in Europe). Frequencies higher than 2450 M H z have 
no practical value as a result of their limited depth of penetration. At lower fre­
quencies, penetration is deeper, but the applicator must be larger and focusing is 
difficult. A compromise must be made. Although radio-frequency (RF) energy, 
by International Telecommunication Union definition, lies between 3 Hz and 
3000 GHz, generally foi hyperthermia it means frequencies below the micro­
wave range. The frequencies of 13.56 and 27.12 M H z have been widely used in 
diathermy and are now used in hyperthermia. Another ISM frequency is 40.68 
MHz , but it has not been used extensively for tissue heating. 

Use of other frequencies is not allowed by the Federal Communication 
Commission unless the treatment is administered in a shielded room to minimize 
interference with the communication network. In addition, stray E M radiation 
during treatments must be monitored. Safety standards recommended by the 
American National Standards Institute and the Institute of Electrical and Elec­
tronics Engineers, Inc. (20) and by the American Conference of Government 
Industrial Hygienists (21) are to be followed to ensure the safety of operators. 

Local Heating. External The cooling mechanism of superficial tis­
sues makes deep heating difficult by conductive methods. Two RF methods have 
been used to provide subcutaneous heating. First, tissues can be placed between 
two capacitor plates and heated by displacement currents. This method is simple, 
but overheating of fat, which is caused by the perpendicular electric field, re­
mains a major problem for obese patients. Because of large differences in dielec­
tric properties and specific heats of fat and muscle, the rate of temperature rise in 
planar-tissue models is about 17 times greater in fat than in muscle (22, 23). In 
addition, blood flow is significantly less in fat. Therefore, final temperatures in 
fat are much higher than those in muscle, and a water bolus is necessary to 
minimize heating of fat. 

The second RF method is inductive heating by magnetic fields that are 
generated by solenoidal loops or "pancake" magnetic coils to induce eddy cur­
rents in tissue. Because the induced electric fields are parallel to the tissue inter­
face, heating is maximized in muscle rather than in fat. However, the heating 
pattern is generally toroidal with a null at the center of the coil (2). Fujita et al. 
(24) recently described a paired, aperture-type inductive applicator to produce 
deep heating in tissue models. 

In the range of microwave frequencies, energy is coupled into tissues by 
waveguides, dipoles, microstrips (antennas consist of a thin metallic conductor 
bonded to a thin grounded dielectric substrate), or other radiating devices. The 
shorter wavelengths of microwaves, as compared with longer wavelength RFs, 
provide the capability to direct and focus energy into tissues by direct radiation 
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from a small applicator. Engineering developments have focused on the design 
of new microwave applicators. A number of applicators of various sizes operate 
over a frequency range of 300-1000 M H z (25-28). Most of them are dielectri-
cally loaded and have a water bolus for surface cooling. Low-profile, lightweight 
microstrip applicators, which are easier to use clinically, have also been reported 
(29, 30). Methods based on high-permittivity dielectric material, electric-wall 
boundary, and magnetic materials have been used to reduce applicator size and 
mass. These applicators are used, for the most part, for treatment of tumors a few 
centimeters below the skin. Pain and thermal burns usually are the major prob­
lems. Side effects of thermal blistering and burns are correlated with maximal 
temperatures attained during heat treatments. 

Intracavitary. Certain tumor sites in hollow viscera or cavities may be 
treated by intracavitary techniques. The advantages of intracavitary hyperther­
mia include (1) better energy deposition due to the proximity of an applicator to 
a tumor, and (2) the reduction of normal tissue exposure compared with exter­
nally induced hyperthermia. Clinical and research studies on hyperthermia and 
radiation or chemotherapy of esophagus, rectum, cervix, prostate, and bladder 
cancers have been performed. 

Microwaves and lower-frequency RF energy (2450-13.56 MHz) have 
been used for intracavitary hyperthermia. The main problem is that tumor tem­
perature is unknown. Most temperatures were measured on the surface of the 
applicators, which can be very different from those in the tumor. Furthermore, 
thermocouples or thermistors were used to measure temperatures by many in­
vestigators who did not know the perturbation problem caused by the metallic 
sensors (57). One solution to this problem is to measure tissue temperature in 
animals and then extrapolate to humans (32). 

Interstitial Heating. Resistive Heating. Tissues can be heated by alter­
nating RF currents conducted through needle electrodes. The operating fre­
quency should be higher than 100 kHz to prevent excitation of nerve action po­
tentials. Interstitial techniques for radiation implants as primary or boost 
treatments have been practiced successfully by radiation oncologists for many 
years. When hyperthermia was learned to be cytotoxic and synergistic with ra­
diation, it was natural to consider this combination with conventional interstitial 
radioactive implantation. Other advantages of this technique include better con­
trol of temperature distributions within the tumor compared with those of exter­
nally induced hyperthermia and sparing of normal tissue, especially the overly­
ing skin (55). 

Microwave Technique. Small microwave antennas inserted into hollow 
plastic tubing can produce satisfactory heating patterns at frequencies between 
300 and 2450 M H z (34-36). A common frequency used in the United States is 
915 M H z . A small coaxial antenna can irradiate a volume of approximately 60 
cm 3 . With a multinode coaxial antenna, the extent of the heating pattern can be 
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extended to approximately 10 cm in a three-node antenna (57). Because most 
tumors seen in the clinic are large, a single microwave antenna cannot heat the 
entire tumor to a therapeutic temperature. Using an array of microwave antennas 
is thus necessary. As in resistive RF hyperthermia, the degree of control of mi­
crowaves radiating from these antennas is important in achieving homogeneous 
heating. Because the antennas couple to each other, the spacing, phasing, and 
insertion depth affect the heating patterns of array applicators (38-40). 

Ferromagnetic Seed Implants. Burton et al. (41) used thermally self-
regulating implants for producing brain lesions. This technique is also applicable 
for delivering thermal energy to deep-seated tumors. When exposed to RF mag­
netic fields (-100 kHz), the implants absorb energy and become heated. But at 
the Curie point temperature the implants become nonferromagnetic and no 
longer produce heat. The surrounding tissues are then heated by thermal con­
duction. The influence of blood flow and tissue inhomogeneities of the tumor, 
which may affect the temperature distribution, can be compensated by the self-
regulation of the implants, so that maintaining a temperature close to that of the 
Curie point is possible (42). Another method that exposes magnetic fluid in a 
tumor to an RF magnetic field (0.3 to 80 MHz) has been shown (43) to be feasi­
ble for inducing selective heating. 

Regional Heat ing. Electric Field. Heating deep-seated tumors is dif­
ficult. RF energy can be deposited into the center of the body, but a large region 
is affected. Differential increases of blood flow in the normal and tumor tissues 
may result in higher temperatures in the tumor than in normal organs. However, 
this temperature differential cannot be ensured. Strohbehn (44) used the term 
"dump and pray" to describe the situation of putting large amounts of E M en­
ergy into the region and hoping for satisfactory results. In Japan, an 8-MHz 
Thermotron system uses a capacitive electric field to heat deep tumors and a 
water-cooled bolus to minimize the heating of fat tissue (45). The sizes of the 
two electrodes are adjusted to control the heating patterns in patients. 

Most other electric field heating systems generate electric fields parallel to 
the body's surface. These include the annular phased-array systems (APAS) 
(46), the helix system (47), the coaxial transverse electromagnetic (TEM) system 
(48), the ring electrode (49), the segmented cylindrical array (50), the toroidal 
inductor (51), and the loosely coupled T E M system (52). The A P A S , made by 
the BSD Company (Salt Lake City, UT), radiates 16 RF fields in phase toward 
the patient. This array of applicators with variations in phase, frequency, ampli­
tude, and orientation of the applied fields can add more dimensions to control­
ling the heating patterns during the treatment. A newer system with eight dipoles 
has been evaluated in the clinic (53). To determine the excitation phases of an 
array for heating an inhomogeneous medium, a retrofocusing technique is ap­
plied (54). A small probe is first inserted into a tumor. A signal is radiated by the 
probe and received by the array of applicators outside the patient. By the reci­
procity theory, conjugate fields are radiated from the applicators and focused on 
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the tumor. The technique was demonstrated experimentally in a water tank. A 
significant increase in power level, at the desired focus, was observed. 

In general, superficial heating and hot spots in normal tissues are the limit­
ing factors for effectiveness of existing treatments. Invasive techniques based on 
interstitial hyperthermia have been shown (33, 55, 56) to solve some of the deep-
heating problems. However, no completely adequate deep-heating system is 
available. Scanned ultrasound provides an alternative method (57). 

Magnetic Field. Magnetic fields heat tissue by induced eddy currents. 
The magnetic-loop applicators of the Magnetrode unit (Henry Radio, Los Ange­
les, C A ) are self-resonant, noncontact cylindrical coils with built-in impedance-
matching circuitry; they operate at 13.56 M H z and have a maximum output 
power of 1000 W. The RF current in the coil creates strong magnetic fields that 
are parallel to the center axis of the coil in which the body or limb of a patient is 
located. Because the magnitude of the induced eddy current is a function of the 
radius of the exposed object, no energy deposits at the center of the exposed 
tissue. However, Storm et al. (58) showed that the heating of tumors deep in the 
body was possible as demonstrated in live dogs and humans, with no injury to 
surface tissue. This result was apparently due to the redistribution of the thermal 
energy by blood flow. Nevertheless, the Food and Drug Administration has for­
bidden use of the Magnetrode. 

Whole-Body Heating. During the past 20 years, hyperthermia was 
used primarily for treating localized tumors. However, tumors that are resistant 
to conventional therapy tend to be metastatic. For these patients, local and re­
gional hyperthermia can only be palliative. For disseminated disease, whole-
body hyperthermia (WBH) in conjunction with chemotherapy and radiation was 
studied by many groups (59-62). Methods of W B H include hot wax, hot water, 
water blanket, water suit, extracorporeally heated blood, and radiant heat. The 
high morbidity and labor-intensive methods associated with W B H have caused 
concerns. Except for the extracorporeal blood-heating technique, which requires 
extensive surgical procedures, all other methods depend on conduction of heat 
from the body surface to the core. The target core temperature is 41.8 °C; be­
yond that the brain and liver can be damaged (63). A t 41.8 °C, the metabolic rate 
is about double that at 37 °C, and with proper insulation, that increased metabo­
lism can keep the body temperature elevated without additional heating. Because 
thermoreceptors are located cutaneously, the heating rate must be slow enough 
not to trigger pain or cause skin burns. The slowness of heat conduction methods 
causes inconvenience to patients, physicians, and the technical staff. 

Volumetric heating based on highly penetrating methods is a logical alter­
native. To heat the whole body uniformly with E M energy is impossible. How­
ever, to heat the body regionally is possible, and the blood flow wil l redistribute 
the heat to the whole body. In the past, applications of 434- and 468-MHz mi­
crowaves were explored (64) in Europe for W B H , but the results did not produce 
any significant impact. Several regional RF systems were attempted for W B H . 
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The BSD dipole system and the helix system (47) require that the body be in­
serted into a tunnel applicator. The BSD system also requires a water bolus in 
contact with the patient to provide better energy coupling and skin cooling. For 
hour-long use the bolus is very heavy and uncomfortable. The RF electric field 
system, designed by the University of California at Los Angeles group (52), uses 
three electrode plates to heat deep-seated tumors in the torso. The patient lies on 
a table, and the top plate is swung over the abdomen to heat the thoracic region. 
No water bolus is needed, and there is no contact with the patient. It is very 
simple to use. After 2 years of extensive phantom and animal studies, it was 
found (65) to be a very promising system for regional hyperthermia and W B H . 

Discussion 

In vitro, in vivo, and clinical studies have shown (66) that hyperthermia in con­
junction with radiation and chemotherapy is effective for treating cancer. A 
summary of 25 nonrandomized studies, from 1980 to 1988, including 1556 su­
perficial tumors treated with radiotherapy or radiation plus hyperthermia, shows 
that the average complete response rates were 34 and 64%, respectively. Clearly, 
hyperthermia is beneficial. However, two multi-institution, randomized phase III 
studies conducted in the United States, one published in 1991 (67) and the other 
to be published (68\ did not clearly show that hyperthermia in combination with 
radiation can improve tumor response when compared with radiation alone. In­
adequate heat delivery is considered to be the reason for failure. In contrast, 
three randomized phase III trials recently conducted by European colleagues all 
showed positive results (69-71). Detailed reports are not yet available to discern 
the difference between the U.S. and European results. 

Significant progress has been made in the application of E M energy for 
clinical hyperthermia. Improvements in treatment equipment have been made 
based on medical demands, and the technological advances, in turn, have fill-
filled many of the clinical requirements. Using a single piece of equipment to 
treat all clinical cases is impossible. After an evaluation of the location and vas­
cularity of the tumor and adjacent tissues and the general physical condition of 
the patient, the hyperthermia practitioner should have the option of choosing the 
most appropriate equipment when hyperthermia treatment is warranted. 

Hyperthermia is a complicated technique and should be applied only by 
individuals well trained in the use of this modality (13). Because of the com­
plexity involved in the coupling of E M energy to human tumors, careful heating-
pattern studies should be performed for all exposure geometries and contingen­
cies prior to treatment to ensure the best treatment conditions for the patient. 
Because high-energy radiotherapy cannot be repeated after the tumor has re­
ceived a maximal dosage of ionizing radiation, the physician using hyperthermia 
must therefore try to reach the critical tumor temperatures in optimal conjunction 
with the radiotherapy. Anesthetizing or tranquilizing the patient may be neces­
sary for an effective treatment. Accurate thermometry is particularly important 
in all phases of clinical hyperthermia, especially when the patient is anesthe-
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tized. The benefit of a good treatment outweighs minor risks. If there is no 
choice, it would be more beneficial for the patient to have an effective treatment 
with a few blisters rather than a safe but ineffective treatment. It is easier to treat 
the burns than the cancer. 
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Tissue Electroporation for Localized 
Drug Delivery 

James C. Weaver,1 Robert Langer,1,2 and Russell O. Potts3 

1Harvard-MIT Division of Health Sciences and Technology, and 
2Department of Chemical Engineering, Massachusetts Institute 
of Technology, Cambridge, MA 02139 
3Cygnus Therapeutic Systems, 400 Penobscot Drive, Redwood 
City, CA 94063 

Tissue electroporation involves (1) the creation of aqueous pathways 
across lipid-containing barriers such as cell membranes, layers of 
cells, and the stratum corneum (SC) of the skin; and (2) locally 
driven ionic and molecular transport through these pathways. The 
very localized concentration of electrically insulating lipids that is 
responsible for much of the barrier function of cell membranes, lay­
-ers of cells, and the SC also causes an "amplification" of an applied 
electric field pulse, Epulse, in the sense that after a charging time a 
much larger electric field, Ebarrier, appears across the barrier. This 
intrinsic localization at the site of the barrier is a key attribute be­
-cause it results in a concentration of the physical field where it is 
needed to cause enhanced molecular transport Electrical measure­
-ments before and after pulsing provide a rapid method for assessing 
the degree and extent of recovery of electroporation. Electroporation 
is fundamentally mild, leaves no chemical residues, and has the po­
-tential to deliver water-soluble molecules of a wide range of size and 
charge to desired sites within tissues. 

0065-2393/95/0250-0301$12.00/0 
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Background: The Challenge of Drug Delivery 
Introduction of therapeutic molecules to various sites within the body has long 
been a part of medicine and is recognized to be critically important. The recent 
success of biotechnology in producing new therapeutic molecules, many of 
which have short biological lifetimes, has led to major interest in drug delivery 
as a critical technology. Within the field of drug delivery, many new methods 
seek to provide both larger amounts of drugs and greater control of delivery (1, 
2). Often drugs are taken orally, and therefore they must survive the harsh di­
gestive process and pass from the gastrointestinal tract into the bloodstream be­
fore becoming systemically available. Direct, mechanically assisted introduction 
into the circulation by intravenous injection is also traditional, as are variations 
such as subcutaneous and intramuscular injections, which create depots within 
the tissue from which molecules are released into the circulation. 

Iontophoresis is an electrically driven transport of drugs and is usually 
considered in the context of transdermal drug delivery. Iontophoresis is caused 
by imposition of relatively small voltages [e.g., 0.1—10 V across the stratum 
corneum (SC) of skin; E$c* ΙΟ4—106 V/m] (3-6). Such fields appear not to cause 
structural changes but instead to populate existing pathways with conducting 
ions. The predominant transport mechanisms appear to be electrophoresis and 
electroosmosis through the preexisting aqueous pathways. 

A key attribute of iontophoresis is that molecular transport ceases i f the 
stimulating voltage is removed. In contrast, electroporation often creates long-
lived new aqueous pathways, so that local driving forces such as pressure differ­
ences, small voltages (therefore including iontophoresis after electroporation), 
and concentration gradients can produce molecular transport long after the 
pulses that created the aqueous pathways have vanished. 

Basic Concepts of Electroporation 

Electroporation involves the electrical creation of aqueous pathways ("pores") 
across lipid-based barriers, particularly bilayer membranes (7-12). Almost all of 
the study of electroporation has dealt with individual bilayer membranes, either 
in the form of artificial planar bilayer membranes or of individual cell mem­
branes. Although not fully understood, the following concepts have significant 
experimental support and therefore constitute a reasonable picture of single 
bilayer-membrane electroporation. 

Cells, living tissue, and the skin's stratum corneum all contain fundamen­
tal lipid bilayer-membrane barriers. These structures are well-known to have a 
large electrical resistance, which is consistent with the idea that the Born energy 
barrier, & WBom, to ion entry into the membrane interior is large, «65&Γ, where kT 
is thermal energy. If either mobile aqueous cavities or perforating aqueous 
pathways appear in the membrane, àWBom is greatly reduced (13). Thus, the 
creation of new aqueous pathways across bilayer membranes is expected to 
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greatly increase the transport of ions and water-soluble molecules. Indeed, con­
siderable support now exists for the hypothesis that transient aqueous pores are 
formed because of an increased transmembrane voltage, U(t) (Figure 1). This is 
electroporation. Not only do these aqueous pathways greatly increase the perme­
ability of the membrane (electropermeabilization), but the local electric field 
across the membrane also provides a significant local driving force for the trans­
port of small ions and charged molecules. Presently such transport is believed to 
occur predominantly by electrophoresis and electroosmosis through the new 
pathways. 

Although not yet complete, theoretical models that are based on transient 
aqueous pores provide reasonable quantitative descriptions of some of the basic 
electrical and mechanical behavior of artificial planar bilayer membranes (14-
26), the molecular transport across cell membranes (27, 28), and descriptions of 
charged-molecule transport across the complex structure of the SC of human 
skin (29, 30). Interestingly, the dramatic changes due to electroporation are be­
lieved to involve only a small fraction of the membrane. 

TÎÎÎTÎTIHÎÎÎÎTÎ ÏÏïïTÎÏÏ^fJÎTÎÏÏÏÏ ÏÏÏÏÏÏÏÏ ÏÏÏÏÏÏÏÏ 

(A) (B) (C) 

ΤΪΤΐΤιΓΑ Α7ΪΤΤΠΤ 

υ 
É3ÎÏÏÏÏÏÏ 

(D) (Ε) (F) 

Figure L Hypothetical structures for transient and metastable membrane con­
formations that are believed relevant to electroporation. A, free volume fluctua­
tion (31); B, aqueous protrusion or "dimple" (16, 32); C, hydrophobic pore 
(\4); D, hydrophilic pore (Ί4, 33, 34), usually regarded as the primary pores 
through which ion and molecules pass; E, composite pore with one or more 
proteins at the pore*s inner edge (21); and F, composite pore with "foot-in-the-
door" charged macromolecule inserted into a hydrophilic pore (35). The tran­
sient aqueous pore model assumes that transitions from A —> Β -» C or D occur 
with increasing frequency as transmembrane voltage \J(t) is increased. Type Ε 
may form by entry of a tethered macromolecule while O(t) is significantly ele­
vated, and then persist after \](X) has decayed to a small value through pore con­
duction. These hypothetical structures have not been directly observed and sup­
port for them derives from interpretation of a variety of experiments involving 
electrical, optical, mechanical, and molecular transport behavior. (Reproduced 
with permission from reference 11. Copyright 1993 Wiley-Liss.) 
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Interpretation of expérimentais with artificial planar bilayer membranes 
suggests that the fractional aqueous area due to pores ( F w ) is «10" 6 for voltage-
clamp conditions (36). The small value of F w is supported by a computer simu­
lation based on a transient aqueous pore model for electroporation caused by a 
short pulse because this simulation predicts that for reversible electroporation 
F w 5 χ 10"4 for short (10-//s) pulses, but it depends on the pulse characteris­
tics and is usually less than about 10"4 for reversible electroporation (25). 

Electroporation of a fluid bilayer membrane consists of a highly interact­
ing response to the increased transmembrane voltage that is caused by an exter­
nal applied electric field pulse (7-12). Aqueous pathways (pores) are created by 
the electric field, but the creation of pores is limited because of the large increase 
in membrane conductance caused by the pores themselves. That is, as more 
pores are created and expand in size, the ability of the membrane to support a 
transmembrane voltage decreases because the membrane conductance rises tre­
mendously. Thus, the process of creating pores also protects the membrane and 
limits the transmembrane voltage that can be achieved. During a pulse U(t) tends 
to stabilize once electroporation has occurred, and this stabilizing also limits the 
net molecular transport. At the end of a pulse, pores shrink and begin to disap­
pear. 

The transient and interactive nature of the pores means that electropora­
tion involves more than the creation of aqueous pathways; it also involves a 
driving force for transport through the pores, including the ionic transport that 
results in the membrane discharge that returns U(t) to low values. The reduction 
of U(t) in turn leads to the disappearance of pores, so that the cycle is completed 
as the membrane returns to its initial state. 

Irreversible electroporation can also occur, and in planar bilayer mem­
branes it is associated with rupture. In cells, irreversible electroporation is less 
well understood. Bounded portions of the membrane may act like planar mem­
branes and therefore experience rupture, leaving a large opening in the cell 
membrane. In addition, however, reversible electroporation may occur, but the 
cell may be left in a chemically stressed state because of relatively nonspecific 
molecular exchange between the intra- and extracellular compartments. This 
possibility suggests that the relative size of the intra- and extracellular volumes 
is important, and that, therefore, electroporation of viable tissue may be less 
damaging than electroporation of the same cells under typical tissue culture 
conditions (37). 

Mention of electroporation applications usually suggests introduction of 
genetic material into cells in vitro, as to date this has been by far the predomi­
nant application (7, 9). However, many other exciting in vitro applications have 
been identified (38), including in situ enzymology (39), introduction of fluores­
cence-labeled physical markers (40), and exposure of intracellular biochemical 
pathways to antibody-based inhibition (41). Even viral (42, 43) or microscopic 
inert particles (44) have been reported, and many other interventions based on 
access to the cytosol should be possible. Still other imaginative applications are 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

7

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



17. WEAVER ET AL. Tissue Electroporation for Localized Drug Delivery 305 

likely, and thus the potential of electroporation for delivering molecules to de­
sired sites within biological systems has only begun to be realized. 

Tissue Electroporation 

The use of electric field pulses to cause electroporation of lipid-containing barri­
ers in tissue involves more complexity than the more familiar use of electropo­
ration under in vitro conditions. In contrast to electroporation of single bilayer 
membranes (artificial planar bilayer membranes and cell membranes), tissue 
electroporation has only recently received attention. A n important fact is that 
most biological barriers have evolved with lipids as a primary constituent. This 
means that water-soluble molecules are excluded, except for movement through 
specific pathways (active or passive) (Figure 2). As also noted, it also means that 
application of an electric field to tissue results in charging currents that bring 
electric charge to both sides of these barriers. The resulting separation of charge 
over small distances results in a large local electric field. 

For example, an increase of a cell's transmembrane voltage to U(t) * 1 V 
results in the transmembrane electric field rising from its normal value of £m,o « 
2 χ 107 V/m to Em « 2 χ 10 8 V/m. The electrostatic field energy is proportional 
to Em

2, and therefore the electric field energy density within the membrane in­
creases by about 2 orders of magnitude. A further consequence is that the entry 
of water (large dielectric constant) into the lipid (small dielectric constant) is 
now favored as the transmembrane voltage increases, and this tendency is the 
basis of aqueous pore formation. As shown in theories of electroporation, this 
behavior leads fundamentally to increased rates of pore formation. Thus, as the 
transbarrier voltage is increased, deformable lipid barriers wil l increasingly tend 
to admit aqueous protrusions, and aqueous pathway creation is favored. For this 
reason, electroporation can be expected to occur in all bilayer-membrane barriers 
in tissues. 

Electrochemotherapy: Localized Tumor Treatment 

Tissue electroporation has been used to provide enhanced local chemotherapy of 
solid cancer tumors. Often solid tumors are resistant to conventional cancer 
chemotherapy. Three contributions to resistance have been identified: (1) in­
creased pressure within tumors, (2) large diffusion resistance within tumors, and 
(3) reduced blood perfusion within tumors (45). Tissue electroporation can be 
expected to significantly reduce physiological resistance by decreasing the pres­
sure within tumors, increasing tissue permeability within tumors, and increasing 
blood perfusion within tumors. This tumor tissue response is expected, given 
that electroporation involves creation of new aqueous pathways across cell 
membranes, some of which are large. As a result, the tissue pressure should drop 
as outflow occurs through these pores. In addition, as the pressure decreases, 
tissue compression should lessen, so that diffusion resistance will decrease be-
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Figure 2. Schematic illustration of the enhanced molecular transport across a 
lipid-hased barrier that is caused by the creation of new aqueous pathways. Left: 
Unpulsed lipid-based barrier shown with (A) a lipid-soluble molecule with some 
water solubility (U) that passes through the barrier by dissolution and diffusion 
and redissolves in the aqueous region on the right side of the barrier. Β is a pre­
existing aqueous pathway, which can accommodate a small charged molecule 
(·) but not a larger charged molecule (o); it might also accommodate a small 
lipid-soluble molecule that has some water solubility (not shown). 

Right: Pulsed lipid-based barrier in which three newly created aqueous 
pathways are shown: C is larger than B, a preexisting aqueous pathway, and D 
is the same size as Α. Ε provides increased transport of a lipid-soluble molecule 
that is also water-soluble. The amount of enhanced transport is expected to de­
pend on the size, charge, and water and lipid solubilities of the molecules and 
should involve both the preexisting and newly created aqueous pathways. 

cause of both a "looser tissue" and increased cell membrane permeability. 
Moreover, blood perfusion should increase as the pressure drops and blood ves­
sels and capillaries enlarge. Finally, enhanced molecular transport across the 
individual cell membranes of the tumor tissue should increase intracellular ac­
cess of anticancer drugs at the cellular level. 

The results of several research groups strongly support the efficacy of this 
local treatment. Most initial studies (46-53) used an established drug, bleomy­
cin. Many of these studies used animal models with superficial tumors. Others 
have begun to examine brain cancer treatment (54) or to involve human subjects 
(55). In a typical application, the anticancer drug bleomycin is introduced into 
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the blood circulation by intravenous injection, and after a waiting time for opti­
mal drug distribution, voltage pulses are applied locally to the region of a can­
cerous tumor. This treatment results in electroporation of membranes of tissue 
cells between the bloodstream and the tumor, and also of cells in the tumor. 
Overall the result is delivery of drug from the blood into tumor cells. Variants of 
this approach include injection of drug directly into the tissue prior to pulsing. 
Investigation of this application is expanding rapidly, as has been recently re­
viewed (56), and overall research and development related to this application of 
tissue electroporation is rapidly expanding. 

Established drugs are compounds that enter cells by existing pathways 
(passive and active). This fact emphasizes a dilemma: Greatly reduced systemic 
side effects could in principle be achieved by combining local tissue electropo­
ration with highly charged drug molecules, but such compounds are unlikely to 
be approved drugs. It could be argued that modification of conventional antican­
cer drugs should be pursued, in which, for example, charge groups are added. If 
intracellular enzymes are present and can cleave off the charge groups, then 
these charged analogs could be locally introduced by electroporation, but they 
would not be expected to enter cells systemically. However, the charged analogs 
would presumably have to pass through the full government regulatory approval 
process, which requirement adds a very large cost. Thus, electrochemotherapy is 
not likely to be as rapidly expanded to use novel (e.g., highly charged) com­
pounds, and therefore will not make the impact that it in principle should. 

Gene Therapy: Localized Introduction of Genetic Material 

Currently, a major interest is to create new therapies that are based on altering 
genetic material in vivo (57). Although the predominant approach involves the 
use of viral vectors for both obtaining access within cells and also providing 
insertion of functioning DNA, there are concerns that rare recombinant events 
could lead to an infectious virus. Thus, for some applications, it may be advanta­
geous to consider localized introduction of genetic material into cells of a tissue, 
for example, by localized tissue electroporation. 

Exploration of this possibility has already been reported (58, 59). For ex­
ample, two types of plasmid D N A were simultaneously injected subcutaneously 
into newborn mice. This injection was done by folding the skin into a pleat be­
tween two electrodes and then pulsing, which caused electroporation of some 
cells in the subcutaneous region. Tissue samples were subsequently excised at 
intervals, and the primary cultures were plated in a selective medium that con­
tained an antibiotic (neomycin), for which one plasmid codes for resistance. Af­
ter several weeks of culture the stable transformants were obtained and charac­
terized. The interpretation of these experiments is that gene introduction had 
been achieved in vivo. 
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Transdermal Drug Delivery 

Transdermal drug delivery is potentially of great value. Using conventional 
transdermal methods, however, relatively few drugs can be delivered across the 
skin at therapeutic levels. Only small, lipophilic molecules such as scopolamine, 
nitroglycerin, and nicotine readily permeate the skin; the much larger number of 
hydrophilic drugs do not cross the skin in therapeutically useful amounts. Fur­
thermore, the delivery kinetics are slow; for example, onset times of hours are 
typical. 

The rate-limiting barrier to molecular transport is the SC, the outermost 
10-15-/*m-thick layer of the skin. The SC is the site of the skin's mechanical 
and chemical protection capability. The SC is an essentially dead tissue that can 
be regarded as a "brick wall" (60) in which the "bricks" are the corneocytes, 
which are flattened remnants of epidermal cells that are enclosed in an unusual 
protein-lipid bilayer membrane, the corneocyte envelope (61). The interior of 
the corneocytes is occupied with cross-linked keratin, and this region increases 
severalfold in volume as the skin hydrates. The "mortar" surrounding these 
"bricks" consists of multilamellar lipids, with about five or six bilayers between 
adjacent corneocytes (62, 63). 

Intercellular pathways are responsible for most transdermal transport (64). 
This transport may include pathways between corneocytes within the SC, but it 
may also involve the so-called appendages (i.e., the sweat glands and ducts), and 
the hair follicles that penetrate the SC. Creation of aqueous pathways across the 
lipid bilayers should in principle increase the transport of water-soluble drugs 
through both translipid and transcorneocyte barriers and also across the layers of 
cells that line the appendages. Specifically, application of large electric field 
pulses should lead to aqueous pathway creation in both the corneocyte envelope 
and in the multilamellar lipid bilayers. Similarly, smaller electric field pulses 
should create aqueous pathways across lipid-containing barriers in the append­
ages. Although only a qualitative argument, the idea that new aqueous pathways 
should be created by large electric field pulses is supported by the fundamental 
tendency of lipid-containing barriers to electroporate. Quantitative prediction of 
skin electroporation is a daunting challenge because a series of electric field 
pulses appears to simultaneously create new aqueous pathways and provide a 
local driving force across all pathways. 

The use of electric fields for enhanced transdermal drug delivery already 
has a long history, but only for small fields. This function is termed iontophore­
sis (3-5, 65-68), and is distinguished from electroporation. Iontophoresis is be­
lieved to act mainly on the transported molecules, involving electrophoresis and 
electroosmosis. Changes within the SC occur very slowly (time scale of minutes 
to hours) and are believed to be a secondary effect. This behavior is in contrast 
to electroporation, which is believed to create aqueous pathways directly, and to 
simultaneously provide a strong local driving force for transport through these 
pathways. 
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The initial transdermal studies subjected skin to "high-voltage" (50-300 
V) pulses and involved both molecular flux and electrical resistance measure­
ments (69-71). These experiments were carried out on human skin preparations 
in vitro and on hairless rat skin in vivo. Permeation chambers with the donor and 
acceptor compartments separated by the skin were used, such that voltage pulses 
could be applied, electrical measurements could be made, and aliquots of solu­
tion could be removed for chemical analysis. This method allowed time-
averaged molecular fluxes to be measured for three fluorescent, charged mole­
cules, ranging from a typical "drug size" molecule (Lucifer Yellow, 457 Da, -2 
charge) to a somewhat larger but highly charged molecule (calcein, 623 Da, -4 
charge) to a still larger molecule (an erythrosin derivative, 1025 Da, -1 charge). 
The transtissue electrical resistance, i ? s k j n , was measured before and just after 
pulsing, and this measurement provided additional evidence that significant 
structural changes occurred. In these experiments, a parade of exponential pulses 
(time constant r p u j s e « 1 ms) was applied for 1 h, with 5-s intervals between 
pulses. Iontophoresis conditions were used for comparison, and for the same 
current-time integral, orders of magnitude more transport occurred for the high-
voltage pulsed case. The onset for the greatly increased molecular transport cor­
responded to about t/skin « 50-100 V , which is consistent with electroporation of 
the approximately 100 bilayer membranes of the SC. Within this voltage range 
the molecular flux rose rapidly with t / s k j n but increased slowly as U^xn was in­
creased further. Companion electrical measurements showed increases in skin 
conductance of 1-3 orders of magnitude. 

The reversibility of altered transport was assessed by examining both the 
molecular fluxes and the skin's electrical properties. After pulsing for 1 h, the 
molecular fluxes usually decreased by about 90% within 30 min, and by more 
than 99% within 1-2 h. The companion electrical measurements showed recov­
ery of the electrical resistance after a large drop due to the pushing. Not surpris­
ingly, both reversible and irreversible behavior was seen, just as for individual 
bilayer membranes. As pulses are increased in magnitude or duration, progres­
sively less recovery is found. This effect has been more thoroughly examined in 
separate studies (72, 73). 

Other experiments used a single large exponential pulse ( r p u i s e « 10 ms) 
and used a superposed low-voltage, constant-current iontophoresis before and 
after the pulse (74, 75). These studies showed that luteinizing hormone-releasing 
hormone (LHRH, 1182 Da, +1 net charge) experienced a large increase in trans­
port. Moreover, the transference number (ratio of molecular transport to ionic 
transport by small ions) was significantly increased, a result implying that sig­
nificant new aqueous pathways were created. If only iontophoresis was used, the 
molecular flux increased for a particular current density, but after the single 
pulse, a three- to eightfold larger flux occurred. Several hours afterwards the 
flux diminished almost to pretreatment levels. Similar behavior was found for 
[arg8]-vasopressin (1084 Da, +2 net charge) and for neurotensin (1693 Da, +1 
net charge). 
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These and other experiments show that application of a small electric field 
between electroporating pulses can cause more molecular transport than either 
pulses or iontophoresis alone. This result is fundamentally expected i f some 
aqueous pathways have long lifetimes. Just as the role of large electric fields is 
to provide a local driving force and to create pathways, the presence of a smaller 
field across these pathways will cause molecular transport between or after 
pulses. This is a general expectation: Formation of metastable pores can lead to 
molecular transport due to small transmembrane voltages, possibly even includ­
ing voltages due to diffusion potentials that arise from slight electrolyte imbal­
ances (27). 

Almost by definition large changes occur in lipid-based barrier electrical 
conductance, G s k i n = l/R&m, because of electroporation. This behavior is well-
established for planar bilayer and cell membranes and should therefore be sought 
in skin electroporation. As already mentioned, the initial studies did find large 
changes in i ? s k i n , and subsequent studies demonstrated that electrical measure­
ments can provide some real-time assessment of the degree of electroporation 
and the kinetics of barrier recovery. This finding was more thoroughly examined 
in separate studies (72, 73). 

The degree of correlation of molecular flux and electrical measurements 
has not yet been fully characterized. On fundamental grounds, the correlation is 
not expected to be complete, because the Born energy repulsion and pathway 
size restrictions (sieving) are predicted to exclude more charged and larger 
molecules from aqueous pathways that are accessible to small ions such as N a + 

and C F . This behavior has been explicitly predicted for individual bilayer mem­
branes, for which Born exclusion within a heterogeneous pore population is ex­
pected (27), and may therefore also occur in the multilamellar bilayer mem­
branes of the SC. 

Noninvasive Sampling for Biochemical Assays 

Truly noninvasive medical technologies are of great value because they provide 
interventions with benefits, but almost no risk. Two classes of noninvasive 
measurements can be usefully distinguished: (1) measurements that are carried 
out with the analyte molecule remaining within the tissue (e.g., pulse oximetry 
for arterial hemogloblin saturation and near-infrared spectroscopy for glucose) 
and (2) measurements in which the analyte is assayed outside the body [e.g., 
transcutaneous blood gas monitoring (76) and respiratory gas measurement]. 
Many adequate bioanalytical techniques exist for assaying the analyte outside 
the body (77-80). For example, many biosensors have been demonstrated, and 
their miniaturized versions are possible or were already demonstrated. But usu­
ally these sensors operate reliably only under conditions that bring a solution 
containing the analyte to the sensor. In this sense, the main problem is one of 
sampling, that is, bringing the analyte to the sensor (81). 
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A fundamental limitation is that most biological analytes are water-
soluble, do not readily cross the skin's SC, and therefore are retained within the 
body. The traditional method for sampling is direct and mechanical: insertion of 
needle into tissue or the bloodstream. Extraction of small water-soluble analytes 
through normally existing pathways can be accomplished by iontophoresis and 
has been demonstrated for the important case of glucose (82). This advance is 
important because it is a relatively simple but nonmechanical process for gaining 
access to an important analyte. 

Medical decisions based on chemical assays traditionally involve chemi­
cal concentrations, not total amounts of analytes. For this reason, a critical ques­
tion is whether the sampling process yields a representative sample, that is, a 
sample that has not been preferentially purified or diluted with respect to other 
chemical compounds, including water. Clearly, venous puncture with a macro­
scopic needle yields a sample that is representative of blood, because the sam­
pling process captures a liquid volume and does not significantly involve the 
properties of the molecules and cells contained in that liquid. 

However, extraction methods that depend on interactions of physical 
forces with different components of the sample have the fundamental attribute of 
being selective, and this attribute is undesirable. To meet the traditional require­
ments of diagnostic assays, sample extraction should be nonselective, that is, 
representative of the analyte concentration in the blood, because this value is 
conventionally used in making medical decisions. Absolutely representative 
samples are, however, not required. In fact, the selective removal of proteins 
from the extracted sample eliminates interference problems for some electro­
chemical-based sensors. The creation of new aqueous pathways through skin 
electroporation may therefore provide a better approximation to this require­
ment. 

Cell-Tissue Electrofusion 

Electrofusion of two or more cells under in vitro conditions has been widely 
studied (7, 9, 83, 84). Extension of this process to the fusion of cells and vesicles 
to tissue has been reported (85, 86), but has not yet been extensively investi­
gated. This approach could be applied to drug delivery by fusing drug-loaded 
cells or vesicles to tissues. In this case, water-soluble drugs would be introduced 
into the interior of those cells of the tissue that were contacted by the drug-
loaded cells or vesicles. For small drugs, subsequent intracellular transport to 
other cells of the tissue should be governed by the extent of intracellular con­
nections via gap junctions within the tissue. 

Possible Damage and Side Effects 

Any potential new therapy must be investigated for deleterious effects. With 
tissue electroporation for enhanced drug delivery, the issue of possible damage 
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to cells and tissue is therefore relevant. At the individual cell level, a large litera­
ture shows that under many pulsing conditions cell survival occurs. The use of 
electroporation to introduce D N A into cells under in vitro conditions is rather 
special. The goal is usually to obtain a small number of useful cells, without 
concern that many other cells are damaged. Thus, because D N A uptake in many 
protocols appears to increase wit pulse magnitude, conditions that are often used 
result in many cells (about half) being killed. This result is not a fundamental, 
and often cells can be electroporated with very little damage. For example, 
platelets can be loaded and returned to the circulation (87) and red blood cells 
prepared with recombinant CD-4 molecules can be artifically inserted into their 
membranes (88, 89% and in both cases yields are large and long circulating life­
times are found when the previously electroporated cells are returned to the cir­
culation in vivo. This finding is consistent with the view that insignificant dam­
age has occurred and that electroporation is fundamentally mild (77). 

The occurrence of reversible electrical breakdown demonstrates that elec­
troporation is reversible at the membrane level. Clearly, however, cells can be 
damaged. One hypothesis is that large and relatively nonspecific molecular 
transport causes chemical imbalances. If the imbalance is large, the cells may not 
be able to recover. The ratio of intra- to extracellular volumes may be important, 
and therefore cells in tissues may be less susceptible to damage than the same 
cells electroporated under in vitro conditions, for which the extracellular volume 
is usually much larger (37). Significantly, much of the work on electroche-
motherapy of cancer tumors shows that electroporation alone does not signifi­
cantly damage cells (46-49). 

In transdermal drug delivery, the idea that insignificant damage occurs is 
consistent with the expectation that application of electric fields results in most 
of the electric field becoming concentrated within the most electrically resistant 
regions. Within the skin, the SC is by far the most resistive region. Moreover, 
the SC is an essentially dead system, so that little biological damage should re­
sult i f new aqueous pathways form across the SC because of electrical pulsing. 
Damage to underlying viable tissue is not equivalent to a protracted recovery of 
the SC electrical resistance after pulsing because the new aqueous pathways are 
believed to be created across the SC, and this does not directly involve the un­
derlying viable cells of the epidermis. 

Finally, not only have in vivo experiments with hairless rats demonstrated 
that some pulsing conditions provide transport of calcein into the blood without 
visible tissue damage (77), but more recent experiments have demonstrated 
transdermal drug delivery of L H R H across pig skin in vivo that shows by his­
tological analyses that insignificant damage is due to electroporation (90). Thus, 
although much more study will be required, both the theoretical concepts and the 
experimental results to date support the idea that electroporation is basically 
mild and that useful operating conditions exist for which negligible damage 
occurs. 
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The Role of Coherence 
in Electromagnetic Field-Induced 
Bioeffects: The Signal-to-Noise Dilemma 

J. M. Mullins1, T. A. Litovitz2, and C. J. Montrose2 

Departments of 1Biology and 2Physics, Catholic University of America, 
Washington, DC 20064 

Living cells respond to weak, low-frequency, exogenous electromagnetic 
fields (EMFs) that are several orders of magnitude weaker than local en­
dogenous fields associated with thermal fluctuations. To resolve this di­
lemma, we propose that living cells are affected only by EMFs that are 
both temporally and spatially coherent. The basic idea is that a significant 
number of receptors must be simultaneously and coherently activated 
(biological cooperativity) for some minimum time interval for EMFs to 
affect the biochemical functioning of the cell. However, like all signal de­
tection systems, cells are subject to the laws of physics and can be con­
fused by noise. This concept suggested to us that a spatially coherent but 
temporally random electromagnetic noise field superimposed on a coher­
ent EMF would defeat the cell's ability to respond. Because of this, in­
duced bioeffects would be suppressed. Experimental results in mammalian 
cell cultures and in chicken embryos are consistent with this hypothesis. 
Such bioeffect inhibition by superimposed EMF noise offers a potential 
method for protecting living organisms against EMF-induced alterations. 

THE ATTRIBUTION OF BIOLOGICAL EFFECTS at the cellular level to exposure to 
weak extremely low frequency (ELF) electromagnetic fields (EMFs) has 

remained a controversial subject despite over a decade of reports of experimental 

0065-2393/95/0250-0319$12.00/0 
©1995 American Chemical Society 
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studies documenting the association. Theoretical arguments based on signal-to-
noise considerations are in large measure responsible for the skepticism ( i , 2). 
The dilemma arises because cells, existing in an electrically noisy environment, 
respond to external EMFs some 100 to 1000 times weaker than local noise fields 
resulting from the thermally driven movements of ions in the vicinity of cells. In 
this context Adair (2) has concluded that "it does not appear to be possible for 
weak external E L F electromagnetic fields to affect biological processes signifi­
cantly at the cell level." Yet, observations continue to be published that show 
weak field responses (e.g., 5-5). How can the externally impressed fields possi­
bly influence cell behavior when cells have evolved in such a way as to function 
normally in the presence of the much larger local noise fields? 

To address this question, Weaver and Astumian (/) proposed that cells 
integrate electromagnetic signals, effectively narrowing their acceptance band­
width, and thus averaging out the thermal noise. However, their calculations 
yield averaging times much longer than exposure intervals observed to produce 
bioeffects. For cells of 20-μπι diameter, they estimate that to achieve the re­
quired signal-to-noise improvement at 100 Hz requires averaging over 4.3 χ 104 

s (about 12 h); yet bioeffects have often been observed with exposure intervals 
on the order of (or even less than) 1 h. A simple time-averaging mechanism can­
not explain the data. 

A n alternative explanation, also proposed by Weaver and Astumian (6) 
and elaborated by Gailey (7), is based on the notion that communication and 
cooperation among neighboring cells via gap junctions are required for an al­
teration of cell functioning to occur. However, E M F effects have been observed 
in murine fibroblast L929 cells (5, 8) that do not form gap junctions (9), as well 
as in transformed or cancer-derived cell lines including HL-60 (10, 11% Daudi 
(12% and C C M - C M 3 (13% which are attachment-independent cells that would be 
expected to display few, i f any, gap junctions. Multicellular cooperation via gap 
junction signaling is, therefore, unable to account for all the observations. 

Adey (14-17) and Blackman (18, 19) conjectured that coherence in the 
impressed E M F plays a role in the interaction of EMFs with cells. The essence 
of this chapter is the examination of that role, particularly insofar as it relates to 
the signal-to-noise problem. Results of experiments designed to probe the rele­
vance of both temporal and spatial coherence wil l be summarized. This informa­
tion leads to the formulation of a hypothesis that confronts the problem of how 
cells detect weak exogenous fields in the presence of the large endogenous ther­
mal noise fields. 

Several experimental studies have been carried out. In our laboratory, 
three dealt with the role of coherence on EMF-induced effects in cultured L929 
cells, specifically enhanced ornithine decarboxylase (ODC) activity; in a fourth 
study, the effect of E M F exposure on early developmental abnormalities in incu­
bating chick embryos was measured. Our initial experiments involved examining 
the effect of introducing temporal incoherence by varying the frequency of the 
impressed E L F sinusoidal field at random intervals (5). A similar study was 
done in which incoherence was introduced by a variation of the frequency of the 
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modulating sinusoid on an amplitude-modulated microwave signal (20). In both 
of these studies the basic outcome was that, in the absence of any incoherence, 
elevation of the ODC activity level resulted from exposure to the field; with in­
coherence incorporated into the external field, enhancement of the ODC activity 
was observed only when coherence was maintained for some minimum interval. 
In our other two studies incoherence was introduced by superimposing an elec­
tromagnetic noise signal on the impressed coherent field (12, 21). This exposure 
pattern has been replicated in a number of other studies using a variety of ex­
perimental models and biological markers. In this chapter we have focused on 
the impact of these studies on understanding the cellular EMF-detection mecha­
nism, especially the process by which living cells discriminate against endoge­
nous thermal noise fields while responding to much weaker exogenous fields. 

Experimental Results 
Temporal Coherence Studies. ELF Fields. A n initial study was 

designed to discover a possible connection between the temporal coherence 
properties of the impressed E M F and the response of a biological system ex­
posed to that field. The effect on the activity of ODC produced by exposing 
murine L929 cells to weak sinusoidal fields formed the essence of the investiga­
tion (5). Cultures in midlogarithmic growth phase were subjected to 60-Hz fields 
of 1, 10, or 100 μΤ for times ranging from 1 to 8 h. Following the exposures, 
ODC activity was determined by the method of Seely and Pegg (22). The effect 
on ODC activity was characterized by an ODC activity ratio, ROBC, calculated by 
dividing the ODC activity of an exposed culture with that of its matched control. 

Maximal enhancement (7?ODC - 2.04 ±0.21) was observed for a 4-h expo­
sure to a 10-μΤ magnetic field. The associated induced electric field was about 
0.04 μν/cm. Comparable effects were found for similar exposures to 55-Hz 
(ROOC = 1.79 ± 0.20) and 65-Hz (* 0 DC = 2.10 ± 0.35) fields. 

Incoherence was then introduced into the external field by shifting the 
frequency between 55 and 65 Hz. The time interval during which the signal was 
operated at each frequency was selected as a fixed time τ plus a computer-
selected random period Δτ between 0 and 50 ms. The interval τ was varied be­
tween 0.1 and 50 s. Because τ » Δτ, the coherence time is τ + Δτ « τ. Experi­
ments were carried out for fields with coherence times of 0.1, 1.0, 5.0, 10.0, and 
50.0 s. The results, presented as the ODC activity ratio versus field coherence 
time in Figure 1, show that for coherence times of 10.0 and 50.0 s, the ODC en­
hancement is statistically indistinguishable from that obtained when a single 
frequency is maintained for the full 4-h exposure (essentially a factor of 2). In 
contrast, for coherence intervals of 0.1 or 1.0 s, no statistically meaningful al­
teration of ODC activity was found. A 5.0-s coherence time produced an en­
hancement (i?0Dc = 1.54 ± 0.06) intermediate between the control and "full-
effect" values. The control-to-exposed ODC activity ratio, ROOC, versus coher­
ence time was fit to the function 

i?0Dc = 1 + M [ l + e x p K / τ ) ] 
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Figure 1. The ratio of exposed-to-control ODC activity in L929 cells as a func­
tion of the coherence time τ of the impressed field. Incoherence in the extremely 
low frequency (ELF) field was introduced by shifting the frequency between 55 
and 65 Hz at intervals τ + Δτ, where Axis a random time interval «τ. For the 
amplitude-modulated microwave field (AMMW), the incoherence was introduced 
into the modulating sinusoid in this same fashion. (Reproduced with permission 
from reference 20. Copyright 1993.) 

with the change in the ODC activity ratio (AR) equal to 1.11 =t 0.15 and the time 
constant associated with the cell's signal transduction mechanism (τ) equal to 8.2 
±2 .9 s. 

Microwave Fields. A similar study was performed using amplitude-
modulated microwave fields (20). In these, the incoherence was incorporated 
into the modulating E L F sinusoid, whereas in the E L F experiments, the fre­
quency was alternated between 55 and 65 Hz. Initially, a series of exposures 
over times ranging from 2 to 24 h was conducted using 60-Hz, amplitude-
modulated, 915-MHz microwaves, with modulation index m = 0.23, and an av­
erage specific absorption rate (SAR) of approximately 2.5 mW/g. These condi­
tions produced an increase in ODC activity, which peaked after 8 h of exposure 
at an ODC activity ratio R0DC = 1.9 ± 0.3. Using an SAR as low as 0.5 mW/g, or 
a modulation index of 0.60, also produced an approximate doubling of ODC 
specific activity after 8 h of exposure. However, no ODC enhancement was ob­
served for cultures exposed to the unmodulated 915-MHz microwave field (i^oDc 
= 0.9 ±0.1) . The E L F amplitude modulation thus was the crucial factor in elicit­
ing a cellular response. For 8-h exposures to microwave fields amplitude-
modulated at 55 or 65 Hz, the results were essentially the same: ^ODC(55 Hz) = 
1.9 ± 0.5 and £ O D c ( 6 5 Hz) = 1.9 ± 0.3. 

Results of the coherence time studies are plotted in Figure 1. When the 
modulation frequency was shifted with a coherence time interval (tC oh) of 0.1 or 
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1.0 s, no significant enhancement of ODC activity over control levels was ob­
served as indicated by R0DC values of 1.02 ± 0.26 and 1.02 ± 0 . 2 1 , respectively. 
However, with x C oh = 10.0 s, an enhancement of ODC activity was obtained: 
ROOC = 2.13 ± 0.36. This value is (statistically speaking) the same as that found 
when the modulation frequency is unvarying. Increasing T C o h to 50.0 s produced 
an enhancement equivalent to that obtained at 10.0 s, namely, RODc - 2.0 ± 0.26. 
As with E L F fields, approximately twofold increases in activity were obtained 
with values of T C o h of 10.0 s or greater. A 5-s coherence time produced an in­
crease that was between the control value and those obtained with T C o h ^ 10.0 s; 
specifically ROOC = 1.52 ± 0.15. When the results are fit to the same functional 
form as the E L F data, the parameters are AR = 1.08 ± 0.15 and τ = 5.3 ± 2.2 s. 
The differences in ODC activity ratios between T C o h of 1.0 s or less and T C o h of 
10.0 s or more are statistically very significant: analysis using a Mest yields Ρ < 
1.3 χ 10"4. 

Several comments on these results are in order. The similarity between the 
cellular responses to exposure to the E L F field and the ELF-modulated micro­
wave field, as evidenced by the similarities in the magnitude of the enhancement 
AR and the time constant τ, seems surprising, at first, because the field character­
istics are so different. However, when this result is coupled with the lack of any 
response to an unmodulated microwave field, the obvious inference is that a 
mechanism exists by which the cells demodulate local EMFs (this behavior 
implies a nonlinear, e.g., square-law, biological E M F detection scheme). The 
idea is then that, once the demodulation has occurred, the cellular mechanisms 
that result in EMF-induced bioeffects are the same for both E L F and microwave 
exposure. The time constant τ can thus be interpreted as describing some funda­
mental response time associated with the cells' signal transduction mechanism. 

Studies with Noise: Cell Cultures. Enzyme Activity in L929 Cells. 
The significance of the aforementioned results relative to the signal-to-noise 
problem is not obvious: At any instant of time, the total electric field at the sur­
face of a cell is the point-by-point sum of the applied field and any local en­
dogenous thermal noise fields that are present. Because the impressed electric 
field is a factor of 100 or so weaker than the root mean square (rms) thermal 
noise field, the measured time constant τ represents an interval that is insuffi­
cient for a simple signal-averaging process to reveal the presence of the weak 
coherent signal in the presence of the relatively intense electromagnetic noise 
background. As noted, the approach of Weaver and Astumian ( i ) would suggest 
a required averaging time of about 12 h. Nevertheless, the experiments make it 
clear that some process must exist that allows this recognition to occur. To eluci­
date some of the characteristics of this process, we exposed biological systems to 
bioeffect-producing fields on which controlled electromagnetic noise fields were 
superimposed. 

Four-hour exposure of L929 cells to the 60-Hz stimulating field consis­
tently produced an approximate doubling of ODC activity. For the work reported 
here a total of 73 separate experiments in which cells were exposed to the 60-Hz, 
10-μΤ field yielded a mean ODC activity ratio of 2.0 ± 0.2. This level of en-
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Table I. ODC Activity Ratios Resulting from Exposure to 60-Hz and EM Noise 
Fields 

Field Strength (μΤ) Sinusoidal (60 Hz) EMNoise (30-90 Hz) 
10 2.0 ± 0 . 2 1.0 ± 0 . 1 

100 2.0 ± 0 . 5 1.1 ± 0 . 1 
NOTE: Values are exposed-to-control ornithine decarboxylase (ODC) activity ratios. EM is 
electromagnetic. 

hancement is comparable to that previously described for similar exposure 
conditions (J). By contrast, 4-h application of the random noise fields 
(bandwidth 60-90 Hz) with rms amplitudes as high as 100 μΤ had no effect on 
ODC activity. These results are presented in Table I. 

When a 10-μΤ rms noise field was superimposed on the 10-μΤ rms, 60-Hz 
field, the typical 60-Hz-induced doubling of ODC activity was eliminated. Cells 
exposed to this combined field displayed ODC activities that were statistically 
indistinguishable from those of the sham-exposed controls (see Table II); the 
incoherent electromagnetic noise field inhibited the effect of the coherent EMF. 
A n experiment to determine the dependence on the amplitude of the noise was 
then performed. This experiment consisted of a series of exposures in which the 
60-Hz field was maintained at 10 μΤ, but the amplitude of the noise field was 
progressively reduced from 10 μΤ (rms) to zero. The results of this series of 
measurements are shown in Table II and are plotted in Figure 2. The percent 
induced ODC activity is plotted as a function of the rms noise amplitude and 
also as a function of the ratio (S/N) of the rms amplitude of the 60-Hz signal, S, 
to that of the noise, N . As the noise amplitude increased, the 60-Hz field-induced 
ODC activity decreased. The data from this exposure series were fitted to a 
curve calculated from the function 

T 2 + ( S / N ) Z 

with M = 1.06 and the constant Γ = 8.7. This function suggests that the inhibi­
tory effect of the noise field is a function of the square of the signal-to-noise 

Table II. ODC Activity Ratios from Exposure 
to 60-Hz, 10-μΤ Sinusoidal Fields with EM 

Noise Superimposed 
EM Noise (30-90-Hz) rms Exposed-to-Control 
Amplitude (μΤ) ODC Activity Ratio 
0 2.0 ± 0 . 1 
0.5 1.82 ± 0 . 1 2 
1 1.49 ± 0 . 1 0 
2 1.34 ± 0 . 0 7 
5 1.10±0.11 

10 1.01 ± 0 . 0 8 
Note: rms is root mean square. 
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0 2 4 6 8 

NOISE AMPLITUDE (μΤ) 

Figure 2. The ratio of exposed-to-control ODC activity in L929 cells as a func­
tion of the root mean square (rms) amplitude of the electromagnetic noise field 
superimposed on the 10-μΤ, 60-Hz coherent stimulating field. S/N designates the 
signal-to-noise amplitude ratio. (Reproduced with permission from reference 8. 
Copyright 1994.) 

ratio, S/N. When S/N was equal to 1, the inhibitory effect was essentially com­
plete. 

Enzyme Activity in Daudi Cells. A similar, i f less extensive, set of ex­
periments was performed on human lymphoma (Daudi) cells (12). The ODC 
activity ratios for cells exposed for 4 h to a 10-μΤ 60-Hz field, the same field 
with 10-μΤ (rms) noise superimposed, and the 10-μΤ (rms) noise field alone 
were R0OC = 1.88 ± 0.22, ROOC = 1.03 ± 0.1, and R0OC = 1.05 ± 0.08, respec­
tively. The conclusions to be drawn from these data are the same as from the 
L929-cell data: Imposing the sinusoidal field causes roughly a doubling in the 
ODC activity; superimposing a comparable strength noise signal on the sinusoid 
essentially eliminates the ODC-activity enhancement. The noise signal by itself 
has no effect on the level of ODC activity. 

Gene Expression in HL-60 Cells. Goodman and colleagues (10, 11, 23, 
24) showed that transcript levels of a number of genes, including c-myc, β-actin, 
c-fos, c-jun, β-tubulin, and histone H2B, are altered by exposure to 60-Hz sinu­
soidal fields. In a recent set of experiments (25), 20-min exposure to a 60-Hz, 
6.7-μΤ (rms) field was shown to effect a roughly 40% increase in the transcript 
for the protooncogene c-myc; the transcript level relative to control was 1.43 ± 
0.16. This enhancement relative to controls was eliminated when a comparable 
strength noise field, that is, 6.7-μΤ rms amplitude, was superimposed on the si­
nusoidal field; the transcript level relative to control was 1.05 ± 0.07. No en-
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hancement was produced by exposure to the noise field alone; the transcript 
level relative to control was 1.08 ± 0.09. 

Relationship of Noise to Temporal Coherence. A n obvious interpreta­
tion of these results is that the imposition of the noise field effectively masks the 
E L F field insofar as any cellular response is concerned. The idea is that super­
imposing noise on a sinusoid is simply a technique for causing the total im­
pressed field to be temporally incoherent. Indeed, because the frequency spec­
trum of the noise includes significant amounts of energy at frequencies up to 
about 100 Hz, the coherence time for this signal is on the order of 0.01 s; this 
coherence time is much less than the (approximately) 5-s coherence requirement 
for field-induced bioeffects. 

To test this thought, an experiment was designed that combined the noise-
superposition effect with the coherence-time results given above. The coherence 
studies implied the existence of a time constant, τ (-10 s), that corresponds to 
some minimum interval over which the imposed field must be coherent i f there 
is to be significant cellular response. The combined E L F and microwave data 
suggest that τ represents a fundamental characteristic of the cellular detection of 
EMFs. Accordingly, we performed additional experiments to explore its impor­
tance. Again L929 cells were used as the experimental model and ODC activity 
as the biological marker. 

We hypothesized that, from the cell's perspective, the superposition for 
some interval of time of noise (of sufficient rms amplitude) on a 60-Hz E M F 
would render the total impressed field incoherent for that interval. Consequently, 
cultures were exposed continuously for 4 h to a 60-Hz, 10-μΤ field, on which 
was superimposed a 10-μΤ rms amplitude noise field that was switched on and 
off at 1.0-, 10.0-, and 20.0-s intervals, yielding periods of time of 1.0, 10.0, and 
20.0 s when the field was coherent separated by periods of incoherence of equal 
duration. We expected that the possibility of inducing a bioeffect would exist 
only during the coherent intervals. Moreover, we anticipated that observable 
bioeffects would result only when these intervals are comparable to or exceed 
the characteristic response time τ. The results from these exposures confirmed 
this prediction. When noise was applied at on-off intervals of 1.0 s, the exposed 
cultures displayed no enhancement of ODC activity over that of the matched 
controls; the ODC activity ratio was 1.01 ± 0.1. However, application of noise at 
alternating 10.0- or 20.0-s intervals produced clear enhancement; the ODC ac­
tivity ratios were 1.73 ± 0.2 and 1.69 ±0 .18 , respectively. That the enhancement 
is given by ROOC « 1.7 (rather than 2) is neither unreasonable nor unexpected 
because the cells were exposed to a coherent field for only 2 h out of the full 4-h 
exposure period. 

Studies with Noise: Chick Embryos. Morphological Effects. 
The effects on early chick embryo development of weak E M F exposure and the 
mitigation of those effects by superimposing electromagnetic noise have also 
been studied (21, 26). The experiments were carried out in two groups of repli-
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Table III. Results for Embryos Subjected to PEMFs and PEMFs 
with Noise 

Exposure Conditions Live Abnormal Percent Ρ Value1 

Run 1 
Sham exposed 255 16 6.3 
(control) 

PEMF exposed 152 29 19.1 
PEMF + noise 110 8 7.3 <0.001 
exposed 

Run 2 
Sham exposed 206 6 2.9 
(control) 

PEMF exposed 203 22 10.8 
PEMF + noise 181 6 3.3 <0.001 
exposed 

aP values were determined by paired /-test comparison of the number of abnormal 
embryos obtained for the pulse EMF (PEMF)-exposed and (PEMF + noise)-exposed 
conditions. Additional statistical comparisons are given in the text. 

cates (two runs), the second run being done roughly 1 year after the first. Each 
replicate consisted of 10,20, or 30 eggs in each sample group. A summary of the 
results is presented in Table III and displayed in Figure 3. The fraction of ab­
normally developed embryos apparently increases when the eggs are subjected 
to a pulsed, external EMF. Also, this increase is apparently greatly reduced when 
a confusion field is present. The data were not pooled because during the nearly 
1-year interval between the two runs, the supplier changed the laying flock. 
From the difference in the abnormal development frequencies in the control 
samples for the two runs, about a factor of 2, the two flocks clearly represent 
different experimental models. 

Figure 3. The abnormal development rate for chick embryos following a 48-h in­
cubation period during which the embryos were exposed to pulsed electromag­
netic fields (EMFs). The abnormality rates for sham-exposed (control) embryos 
and for embryos exposed to a pulsed field on which electromagnetic noise was 
superimposed (EMF + noise) are also given. (Reproduced with permission from 
reference 26. Copyright 1994.) 
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Because of the controversial nature of early E M F studies on avian models, 
in which certain groups observed effects that others were unable to replicate (see 
reference 27), a detailed chronicle of the experiments is given in Table IV. The 
record is a rather consistent one; no single replicate gave results that stand out as 
so unusual that they should be regarded as "tainted". Indeed quite a remarkable 
consistency is evident, with the pulsed E M F (PEMF)-exposed abnormality rate 
exceeding the sham-exposed rate in 20 of the 21 replicates and exceeding the 
P E M F plus noise (PEMF+N)-exposed abnormality rate in 17 of 19 replicates 
(with one being tied). The data lend themselves to various statistical analyses so 
that the tentative conclusions of the preceding paragraph can be subjected to 
quantitative scrutiny. 

The overall null hypothesis that all three treatments (sham exposure, 
P E M F exposure, and PEMF+N exposure) yield the same rate of abnormal de­
velopment was tested using the nonparametric Friedman rank test (28). This 
procedure ranks the abnormality rate for each of the three treatments (from low 
to high) within each replicate. For run 1, the hypothesis can be rejected with a Ρ 
value < 0.001 and for run 2 with Ρ < 0.004. The Friedman test can also be used 
to study whether differential treatment effects exist (29). The results are that for 
both runs the differences between the PEMF-exposed and the sham-exposed 
samples are significant at Ρ < 0.05. Similarly, the differences between the 
PEMF-exposed and the PEMF+N-exposed samples are significant at Ρ < 0.05. 
The differences between the sham-exposed and PEMF+N-exposed samples are 
not statistically significant. Paired /-tests were also used to evaluate the differ­
ences. For run 1 the abnormal development rate in the PEMF-exposed samples 
exceeds those for the sham-exposed and PEMF+N-exposed samples at the Ρ < 
0.001 level; for run 2 the same comparisons yield Ρ < 0.01. Although these tests 
are not independent, they do serve to bear out the results obtained using the 
Friedman test, corrected for multiple comparisons. 

The data demonstrate that imposing the PEMF on the developing embryos 
brings about an increase in the frequency of abnormal development (at least at 
the 48-h point in the incubation process). Moreover, they show that superimpos­
ing a temporally incoherent noise field on an E M F that, by itself, induces em­
bryo abnormalities, greatly curtails (indeed essentially eliminates) its capacity 
for adverse developmental effects. 

The conclusions that can be drawn are the following. 

1. Impressing PEMFs with amplitudes on the order of 1 μΤ significantly in­
creases the fraction of embryos exhibiting developmental abnormalities 
after a 48-h incubation period. 

2. Superimposing a confusion field (a spatially coherent, temporally inco­
herent field) of rms amplitude comparable to the pulsed field suppresses 
the effect of the pulsed field on the abnormal development frequency. 

3. For the noise fields considered here, the abnormality rates with no field 
imposed and with both the temporally coherent and noise fields are 
nearly the same; that is, the confusion field masks the effect of the im­
posed E M F even though it contains significant energy only near the fun­
damental frequency of the pulsed field. 
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Biochemical Effects. Observations of EMF-altered morphology in the 
early stages of chick embryo development reflect field-induced effects at the 
cellular level. In the chick embryo ODC activity has been shown (30) to peak 
twice during the first 24 h of development: after 15 h (gastrulation) and after 23 
h (the onset of neurulation and early organogenesis). Because ODC is a key en­
zyme in the biochemical pathways responsible for polyamine biosynthesis in 
cells and because exposure to E L F fields has been shown to enhance ODC ac­
tivity, Farrell et al. (31) carried out a study monitoring these activity levels in 
developing White Leghorn chick embryos. Experiments were performed under 
the same three exposure conditions as were used in the morphological studies. 
ODC activity ratios for 15-h incubated embryos (Hamburger-Hamilton stage 
three; reference 32) were 2.0 ± 0.6 for the sinusoidal (60-Hz) field and 0.98 ± 
0.06 for the 60-Hz field plus superimposed electromagnetic noise (30-90-Hz) 
field. In general terms the results reinforce the earlier conclusions: exposure to 
weak E L F fields modifies the biochemical pathway (characterized by ODC ac­
tivity) in developing chick embryos, and this modification of embryo biochemis­
try is inhibited by the superimposing of spatially coherent, electromagnetic noise 
on the E L F field. 

A similar biochemical effect was noted by Martin and Moses (33), who 
reported that exposure to weak E L F fields causes a substantial alteration of the 
activity of the enzymes 5-nucleotidease, acetyl cholinesterase, and alkaline 
phosphatase in developing embryos. They also found that when electromagnetic 
noise is superimposed on the applied field, the enzyme activity levels are statis­
tically indistinguishable in the exposed and control samples. As with ODC ac­
tivity, coherence in the applied field is a requirement for observing a bioeffect; 
the presence of a noise signal inhibits the biological response. 

Discussion 

Electromagnetic Noise Inhibition of Bioeffects. The results pre­
sented establish that the presence of noise comparable in magnitude to the E M F 
signal can nullify the bioeffects of that signal. Because no physical detection 
system is unaffected by noise, the apparent contradiction associated with the 
cellular detection of weak exogenous EMFs in the presence of much stronger, 
endogenous, thermally generated, electromagnetic noise had caused skepticism 
regarding the validity of the experimental results. However, the fact that super-
imposition of weak electromagnetic noise fields inhibits EMF-induced bioeffects 
should help to dispel such skepticism. These results provide insight into the sig­
nal-to-noise dilemma and suggest that the noise considerations up to now have 
underestimated the sophistication of the biodetection mechanism. 

Several aspects of these results deserve some additional comment because 
they suggest the formulation of hypotheses to explain them. The central theme is 
exemplified by the results obtained in cultured murine L929 cells. Exposure to a 
relatively weak (10 μΤ) 60-Hz sinusoidal field for a period of 4 h effected 
roughly a doubling of the ODC activity. When an electromagnetic noise field 
was superimposed on the sinusoidal signal, this augmentation of ODC activity 
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was reduced. When the rms amplitude of the noise field was significantly 
smaller than the amplitude of the sinusoidal field, the reduction was small; how­
ever, as the strength of the noise field was increased, the enhancement of ODC 
activity was progressively diminished, until finally, when the noise was compa­
rable to or larger than the sinusoidal field, the effect was essentially totally sup­
pressed. 

In one respect this result is not surprising: any device, even one of bio­
logical origin, that is used to detect a temporally coherent E M F signal can be 
rendered nonfunctional by the presence of noise. However, this mitigation of the 
EMF-induced bioeffect by the simultaneous application of a weak noise field 
(rms amplitude comparable to that of the sinusoid) is puzzling when considered 
in a slightly different light. As we have noted, cells exist in an environment that 
is naturally abundant with electromagnetic noise. The random thermal motion of 
ions in the vicinity of cells leads to the presence of fluctuating fields that are 
roughly 1000 times larger than the externally imposed sinusoidal field and noise 
fields: roughly 0.1 mV/cm for the rms endogenous field compared to approxi­
mately 0.1 μν/cm for the amplitudes of the induced electric field component of 
the externally imposed EMFs (1, 2). Yet, the cellular effect of the sinusoidal field 
is blocked by the weak external noise field, but is undisturbed by the much 
larger thermal noise field. Cells have apparently evolved in such a way that they 
treat this ever-present, random, electromagnetic background stimulation as in­
consequential. 

The Requirement of Spatial Coherence. Although the mecha­
nism of EMF-ce l l interaction is not known, hypotheses can be constructed to 
account for thermal fields being ignored by cells. The data presented here imply 
that cells distinguish between applied noise and thermal noise. Some fundamen­
tal difference in the properties of these two noise fields must provide the basis 
for such differentiation. Although both are (by definition) temporally incoherent, 
they do exhibit a distinct difference in their spatial behavior: at a given instant, 
the value (magnitude and direction) of the thermal noise field at any point is 
uncorrelated with its value at other locations more than a few nanometers or so 
distant. This property follows because the Debye screening length (roughly the 
range over which an ion is not shielded from other ions) in the extracellular fluid 
is only about 1 nm. Thus, thermally driven localized charge density fluctuations 
(and consequently, endogenous thermal noise fields) are spatially incoherent 
over distances greater than a few nanometers. By contrast, exogenously im­
pressed fields (either temporally coherent or incoherent) always exhibit spatial 
coherence because their wavelengths are much larger than cellular dimensions. 
We hypothesize that the spatial incoherence of the thermal noise field allows 
cells to ignore it. Conversely, because externally imposed electromagnetic noise 
is spatially coherent, cells are unable to discriminate against it, and thus it is ca­
pable of confusing the biological E M F detection mechanism. 

If spatial coherence is the crucial field characteristic that enables cells to 
respond to exogenous EMFs, then one can further infer that the biological targets 
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of the E M F are spatially extended or distributed. Two possibilities that should be 
examined are (1) that a rather large number of cells must be simultaneously 
stimulated or (2) that there is a collection of receptors on each cell that must be 
coincidentally excited to produce the observed biochemical responses; in either 
case some cooperativity among the entities involving inter- or intracellular sig­
naling, respectively, must be operative. 

The multicell stimulation hypothesis was developed by Weaver and As-
tumian (6) and further elaborated by Gailey (7). The basic premise is that com­
munication among a group of cells is required for an alteration of cell function­
ing to occur. Gap junctions between adjacent cells have been proposed as a 
mechanism by which cells are coupled so that there is an "amplification" of the 
stimulating field energy. This explanation is obviously restricted to cellular sys­
tems in which gap junctions exist. For example, in the in vivo studies, field-
induced changes in the frequency of developmental abnormalities and in ODC 
activity levels could be described in terms of such a mechanism because exten­
sive gap junction couplings exist. However, it is not appropriate as an explana­
tion of the EMF-induced effects in L929 cell cultures, because these cells do not 
form gap junctions (9). Further, E M F effects have been observed with trans­
formed or cancer-derived, attachment-independent cell lines including HL-60 
(10, 11% Daudi (12% and C C M - C M 3 (13), which should exhibit few, i f any, gap 
junction couplings. It thus seems unlikely that the bioeflFects of EMFs can only 
proceed by interacting with aggregates of cells that communicate via gap junc­
tions. However, other forms of intercellular signaling may exist that would allow 
for a multicell (as opposed to a single-cell, multireceptor) hypothesis to be pre­
served. 

We suggested an alternative explanation that relies on the spatial coher­
ence of the field (8, 26). Cellular detection of EMFs is assumed to result from 
the impressed fields modifying either (1) the probability of ligand-receptor 
binding or (2) an increase in the number of receptor binding sites available on 
the cell surface. Either of these would result in an increase in ligand binding and, 
therefore, a change in cell function. The first explanation suffers from a thermo­
dynamic difficulty, in that it is difficult to explain how individual receptor bind­
ing would be modified by the E M F in the presence of large thermal noise fields. 
The mechanism of the second explanation is also not understood, but prelimi­
nary data suggest that it may occur. Liburdy and Eckert (34) presented initial 
data that indicate that the number of CD3 proteins available on the surface of 
Jurkat E6.1 cells is increased in the presence of an applied 60-Hz field. 

The requirement that many receptors over the cell surface be simultane­
ously activated (known as "cooperativity") prevents random activation of indi­
vidual receptors from triggering an erroneous cellular response. It would also 
demand that E M F activation occur only i f the stimulating field is essentially the 
same at a number of receptor sites over the cell membrane; this requirement 
leads to the requirement of spatial coherence in the E M F i f a cellular response is 
to be evoked. In this model, thermal noise fields, which are spatially incoherent, 
are incapable of causing any modification in cellular behavior. 
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Generally, one can determine the extent of cooperativity required by ob­
serving the threshold for biological response as a function of the concentration of 
the ligand in the vicinity of the cell. If η receptors must be stimulated to produce 
a response, then it is a simple matter to show (35) that the response varies with 
concentration c as 

, 1 response χ 1 - „ 
l+(c/c T) 

where c T is the threshold concentration. As η increases, the threshold at cT be­
comes rather large. Extending this thinking to E M F stimulation (as opposed to 
chemical stimulation) requires either a modification in the ligand-receptor 
binding or an assumption that the number of receptors available at the cell sur­
face is proportional to the local field strength. In this case the simplest generali­
zation of the equation for the response would be 

, 1 response oc 1 -
\+{ΕΙΕΊ)η 

where Ε is the field strength and ET is the threshold field. Juutilainen (private 
communication) measured the increase in the frequency of early developmental 
abnormalities in incubating chick embryos as a function of the impressed field 
strength. These data are shown in Figure 4. A satisfactory fit to these data can be 
obtained for essentially any value of η larger than about 10. Although certainly 
not conclusive, these data are suggestive of biological cooperativity involving 
activation of a significant number of membrane integral protein receptors. 

The foregoing discussion does not take into account the fact that multicel­
lular organisms, including the chick embryos used in our experiments, produce 
endogenous electric fields as the result of the cellular activities involved in heart 
contraction, muscle contraction, and neuron function. Such spatially coherent, 
endogenous fields clearly complicate the issue of how applied EMFs are de­
tected in intact organisms. However, the fact that the chick embryos did respond 
to weak, applied fields in basically the same way as did cultured cells suggests 
that the detection mechanism discriminates against these fields. We do not yet 
understand the basis for this discrimination. 

The Frequency Spectrum of the Electromagnetic Noise. Com­
parisons of the chick embryo results with those obtained on L929 cells raise an 
interesting point concerning the spectral character of the noise that acts to inhibit 
the EMF-induced bioeffect. In the L929 cell culture experiments, imposition of a 
weak 60-Hz sinusoidal E M F effected an enhancement of ODC activity that the 
superposition of a 30-90-Hz bandwidth electromagnetic noise confusion field 
essentially eliminated. Qualitatively the results in developing chick embryos 
were similar: Exposure to a weak E M F caused an increase in the abnormal de-
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100 

FIELD, MICROTESLA 

Figure 4. The abnormal development rate for chick embryos following a 48-h in­
cubation period during which the embryos were exposed to a 50-Hz sinusoidal 
field plotted as a Junction of the amplitude of that 50-Hz field. A sharp threshold 
is observed at about 1.3 μΤ. (Data are from J. Juutilainen, private communica­
tion.) 

velopment rate, which was removed with the superposition of an electromag­
netic noise field. However, in this latter case the effect-producing field consisted 
of 500-μ8 pulses with a 100 pulse-per-second repetition rate. Most of the energy 
in such a pulsed field lies outside of the spectral range of the noise; in contrast, 
in the cell culture experiments the Fourier spectrum of the coherent signal (a 
sharp spike at 60 Hz) lies completely within the noise bandwidth. A straightfor­
ward interpretation of these results is that living cells respond to signals as a 
broadband detector, not distinguishing between different frequencies over a 
rather wide range. This interpretation is supported by the work of Juutilainen and 
Saali (36) and Juutilainen et al. (37), who showed that developmental abnor­
malities in chick embryos result from exposure to sinusoidal fields stronger than 
about 1 μΤ at frequencies ranging from 50 Hz to 100 kHz. To test the idea fur­
ther, we examined the effect on ODC enhancement in L929 cells produced by a 
60-Hz sinusoidal E M F by superimposing an equal-rms-amplitude electromag­
netic noise field with a 90-250-Hz bandwidth. Even without any spectral over­
lap between the coherent and incoherent fields, the twofold increase caused by 
the coherent field was eliminated by the incoherent field. With both the sinusoi­
dal and noise fields switched on, the exposed-to-control ODC activity ratio was 
^ODC = 1.1 ± 0.1. This result offers additional support for the idea of the cell as a 
broadband detector. 
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Summary 

It has been hypothesized that living cells discriminate against random thermally 
generated EMFs while responding to externally applied fields by recognizing the 
spatial coherence of the externally applied fields. Our proposal is that this behav­
ior occurs via a cellular coincidence detection mechanism that responds only to 
fields that are spatially coherent over the cell membrane. The multicell detection 
mechanism developed by Weaver and Astumian (6) is also consistent with the 
requirement of spatial coherence in the stimulating field. In our proposed 
mechanism, biological cooperativity, in which a significant number of mem­
brane-integral receptor proteins must be simultaneously activated to cause signal 
transduction to the cytoplasm, is the basis for the spatial coherence requirement. 
Because all physical detection systems are ultimately limited by noise con­
straints, one test of this hypothesis involves the superposition of spatially coher­
ent temporally random noise on a PEMF that has been demonstrated to cause a 
bioeffect. 

Experiments have been carried out using ODC activity in a variety of cell 
cultures and developmental abnormalities as well as ODC activity in incubating 
chick embryos as the endpoints. Initially, it was established that weak low-
frequency EMFs caused increases in these entities following 4-h exposure for 
the cell cultures and during the first 48 h of incubation. Superimposing exter­
nally generated noise fields of roughly the same strength (although several or­
ders of magnitude smaller than the endogenous thermal noise field) on the im­
pressed fields essentially eliminated the field-induced effects. The results with 
the exogenous noise fields were statistically indistinguishable from the controls. 
Other investigators (33, 38) recently confirmed this bioeffect inhibition by elec­
tromagnetic noise in several other systems. 

These findings support our proposal that it is their sensitivity only to spa­
tially coherent EMFs that enables living cells to respond to weak exogenous 
fields while remaining unaffected by the relatively large (but spatially incoher­
ent) endogenous noise fields that are always present. The idea that cells distin­
guish between exogenous and endogenous fields by recognizing the spatial in­
coherence of the endogenous fields offers a new consideration for explaining the 
signal-to-noise dilemma. Far from being "magically" exempt from signal-to-
noise considerations, cellular detection mechanisms are subject to the same laws 
of nature as all physical systems. However, in applying these laws one must ap­
preciate the sophistication of the biodetection mechanism and use the "correct" 
thermal noise (e.g., that which is coherent across the cell) in making estimates of 
the lower limits of detection. The masking provided by a spatially coherent 
confusion field could prove to be a basis for protecting humans against possible 
adverse health risks associated with environmental EMFs. 
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Electric and Magnetic Field Signal 
Transduction in the Membrane 
Na+/K+-adenosinetriphosphatase 

Martin Blank 

Department of Physiology and Cellular Biophysics, Columbia University, 
New York, NY 10032 

The Na+/K+-adenosinetriphosphatase (Na+/K+-ATPase), the ion­
-pump enzyme located in cell membranes, is a well-defined protein 
whose properties can be used to study the mechanism of electromag­
netic (EM) field interaction with biological systems. Enzyme activity 
is normally inhibited by electric fields and stimulated by magnetic 
fields, but both fields cause large increases in enzyme activity when 
the initial (basal) activity of the enzyme is greatly reduced by aging, 
by lowering temperature, or by inhibitors. The opposing effects un­
der optimal conditions suggest different charge movements in differ­
ent parts of the enzyme. Electric fields act as if they increase ion 
binding at the enzyme surface, whereas magnetic fields appear to 
affect charges within the protein (e.g., charge transfer due to the 
ATPase reaction). The similar effects under suboptimal conditions 
suggest that the two different charge movements are coupled. The 
coordinated changes in charge density caused by both fields suggest 
ways in which EM fields affect membrane proteins in general. They 
also suggest ways in which the Na+/K+-ATPase may function as an 
ion pump. 

INTEREST IN BIOLOGICAL EFFECTS of electromagnetic (EM) fields has been 
driven by epidemiological studies that report increased cancer risk associated 

with exposure. Changes in biosynthesis in cells following EM interaction sug-

0065-2393/95/0250~O339$12.00/0 
©1995 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
01

9

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 
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gest biochemical pathways that could be responsible for the association, but that 
area of research has not clarified the initial signal transduction step. We do not 
know how weak E M fields interact with molecules or how molecular reactions 
initiate complex cellular processes. To approach the problem of transduction of 
E M field exposures into molecular changes, that is, which charges are affected 
and how and when they move in the molecule, we have studied the effects of 
electric and magnetic fields on the enzyme activity of a well-defined membrane 
protein, Na+/K+-adenosinetriphosphatase (Na +/K +-ATPase). 

Na/Jt-ATPase: The Ion-Pump Enzyme 

The Na + /K +-ATPase is a ubiquitous transport enzyme whose structure and en­
zymatic properties (e.g., ion binding sites, ion activation, inhibitors, and tem­
perature dependence) are well known. Its properties were first described in 1957 
by Skou (1), who demonstrated activation by cations. The molecular structure 
and many properties of the enzyme have been reviewed in monographs by 
Lauger (2) on electrogenic ion pumps and by Tonomura (3) on energy-trans­
ducing ATPases. 

The Na + /K + -ATPase is composed of two polypeptide chains (a and β) that 
extend through the membrane, and the catalytic activity (the 110-kDa α-chain) is 
directly affected by the ionic concentrations in contact with the two sides of the 
enzyme. The enzyme is activated when N a + ions bind to the inside surface and 
K + ions to the outside surface. Research on red blood cells established the stoi-
chiometry of the pump (three N a + ions out and two K + ions in for each A T P 
split) and its reversibility (i.e., ions flowing down gradients exceeding normal 
reverse the action of the enzyme and cause the synthesis of A T P from precur­
sors). When the purified molecule is introduced into an artificial bilayer (4), it 
forms a gated ion channel. 

The enzyme is phosphorylated in the presence of N a + ions and dephos-
phorylated in the presence of K + ions. The two conformational states are E i 
when N a + ions (and ATP) bind from the inside, and E 2 when K + ions bind from 
the outside. The ion binding sites are not fully accessible to exchange with other 
ions in the medium in the two conformational states, and this property is referred 
to as occlusion. Also, some transitions between conformational states are volt­
age-sensitive (5). These studies have led to the formulation of cyclic schemes 
that alternate the two conformational states to link ion transport to N a + / K + -
ATPase function. Post (6) has described the enzyme as an oscillator and has 
suggested that it can be forced between conformational states by imposing oscil­
lating mechanical or electrical stimuli. Post's ideas about the enzyme mechanism 
were stimulated by the work of Tsong and co-workers (7-11), who described a 
ouabain-sensitive accumulation of rubidium and secretion of sodium from red 
blood cells stimulated by alternating currents. The Tsong group suggests that the 
electric field interacts directly with the enzyme, driving it through conforma­
tional states that cause ion movements. This interaction has been referred to as 
the electroconformational coupling model. 
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Effects of AC Electric Fields on Na/it-ATPase Activity 

We have characterized (12-17) the effects of alternating current (AC) electric 
fields on Na + /K +-ATPase activity. A C normally decreases the rate of A T P split­
ting in correlation with the level of ion activation, but it can increase activity 
when the basal enzyme activity is greatly reduced by low temperature, by inhibi­
tors (ouabain), or by changing the concentrations of activating cations. Figure 1 
shows how the effect of an electric field varies with enzyme activity. Above an 
enzyme activity of 0.05-0.1 μπιοί phosphate-mg protein - 1-min - 1, the ratio of 
enzyme activity with A C to enzyme activity without A C (E/A) is <1, whereas 
below this value, E/A tends to be >1. The low values of enzyme activity were 
obtained by using different concentrations of ouabain, and similar effects were 
obtained by using lowered temperatures. 

Because enzyme activity varies with ion concentration, by increasing at 
low activity and decreasing (or reaching a plateau) at high ion concentration, 
both inhibition and stimulation by A C electric fields suggest a field-dependent 
increased binding of activating cations (12). A n increase in binding has opposite 
effects in different ranges of enzyme activity (1). At optimal activity, increased 
ion concentration lowers activity. When basal activity is lowered by inhibitors or 
low temperature, increased ion concentration increases enzyme activity. In 
studies in which enzyme activity varies with Na/K ratio, the effect of A C corre­
lates directly with basal enzyme activity. 

Independent evidence for an inhibitory effect of electric fields on N a + / K + -
ATPase activity was published by Green et al. (18), who reported an almost 
twofold increase in enzyme content, measured by ouabain binding, as a result of 
stimulation at 10 Hz for several days. Because enzyme is synthesized in re-
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Figure 1. The ratio (E/A) of enzyme activity with AC (alternating current) to en­
zyme activity without AC vs. enzyme activity in units of micromoles phosphate 
per milligram protein per minute. (Reproduced with permission from reference 
14. Copyright 1990 Elsevier.) 
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Figure 2. E/A vs. logarithm of the frequency (hertz). Activation (M) and inhibi­
tion (+) are shown for the same enzyme preparation, and standard error bars 
were calculated on the basis of 10 replications per point for the activation and 
13 per point for the inhibition. (Reproduced with permission from reference 15. 
Copyright 1992 Wiley-Liss.) 

sponse to the need for increased ion pumping, enzyme function was probably 
inhibited by electrical stimulation. The investigators did not measure enzyme 
function directly. 

The similar frequency dependence of inhibition and stimulation due to 
electric fields, with maximal effects at about 100 Hz (14, 15% are shown in Fig­
ures 2 and 3. The results suggest that both effects arise from the same mecha­
nism. A n increase in the binding of activating ions due to the field is quite likely, 
because the frequency dependence is similar to calculated ion concentration in­
creases at membrane surfaces (19, 20). Increases in concentration would lead to 
increased binding, and the ion activation curves of the enzyme show that binding 
can lead to both increases and decreases in activity. 

The ion activation model also accounts for the observed difference in op­
timal frequency for cation influx (103 Hz) and efflux (106 Hz) in experiments 
with red blood cells (11) (see Figure 4). One would expect K + ions bound to the 
outside membrane surface to be transported inward under low-frequency condi­
tions. To affect N a + efflux from an intact cell, the A C signal must penetrate to 
the binding site on the inside surface of the membrane, an effect that is signifi­
cant only at much higher A C frequencies. 

Mechanism of Electric Field Interaction. The effects of electric 
fields can be accounted for through increases in ion activation at the surface of 
the enzyme. Theoretically, an alternating square wave leads to an increase in ion 
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Figure 3. E/A (for inhibition) vs. the frequency (in hertz) over an expanded scale 
in the region of the minimum. Data are for two enzyme preparations with stan­
dard error bars calculated for five to eight replications per point. (Reproduced 
with permission from reference 15. Copyright 1992 Wiley-Liss.) 

1 5 
log (frequency) 

Figure 4. Data ofTsong et al. (Il) showing electric-field-stimulated ion fluxes 
(in attomoles per erythrocyte per hour) as a function of the log frequency. RBC is 
red blood cells. (Reproduced in modified form with permission from reference 
11. Copyright 1989 Elsevier.) 
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binding (15% but the expected changes are far too small. Perhaps the field ac­
complishes the same changes in charge distribution inside the ATPase as ion 
binding causes on the surface. In any case, the proposed mechanism, based on 
increases in ion activation at the surface of the enzyme, explains qualitatively the 
observed dependences on electric field and on basal level of Na + /K + -ATPase 
activity through increases in cation binding at activation sites. The ion activation 
hypothesis can also explain qualitatively a number of other important observa­
tions that have not been dealt with by other hypotheses (10, 11% These include 
both inhibition and stimulation, the frequency dependence of both inhibition and 
stimulation, and the difference in optimal frequency for cation influx and efflux 
in red blood cells. 

In summary, the proposed mechanism based on ion binding at activation 
sites accounts for the observed dependences on the electric field and on the basal 
level of Na + /K + -ATPase activity. The ideas are also in line with studies on the 
cells of slime mold (21% in which electric fields cause changes in the surface 
charge as measured by changes in the partitioning of cells between hydrophilic 
and hydrophobic solvents. The mechanism proposed by Tsong and co-workers 
(10, 11) does not account for the dependences of the responses in electric fields 
on enzyme activation and frequency. 

Effects of AC Magnetic Fields on Na/it-ATPase Activity 
The effects of applied magnetic fields on enzyme activity have not been as well 
studied as the effects of electric fields, and reports about the effects of magnetic 
fields on the Na + /K + -ATPase have been conflicting. Batkin et al. (22) reported 
decreases in enzyme activity in mice (kidney and diaphragm) exposed to 55-60 
G for 11 days, whereas DeLoecker et al. (23) suggested that pulsed E M fields 
can stimulate the ion pump in rat skin. Collis and Segal (24) reported that pulsed 
fields up to 8-G peak affect sodium fluxes in rabbit colon epithelium and that the 
effect depends upon the orientation of the field relative to the tissue. Interpreta­
tion of results from these studies is difficult, because the systems are complex 
whole tissues with intact biochemical pathways and the pulsed signals have 
many frequencies. 

A n effect of magnetic fields on Na + /K + -ATPase activity was suggested by 
comparing the different effects obtained with the same magnitudes of applied 
and induced currents. The threshold of inhibition at 100 Hz by applied fields was 
determined by extrapolation to be about 5 χ 10"6 V/cm. Induced A C currents, 
generated with an electromagnet at 60 Hz, caused a decrease in enzyme activity 
similar to the electrode systems, but at apparently larger electric fields. The 
quantitative differences suggest that the stray magnetic fields (about 10-100 
mG) in the induced current apparatus change the activity of the Na + /K + -ATPase 
in the opposite direction. We have verified a positive effect of magnetic fields on 
the rate, as predicted from these results. 

We measured the effect of low-frequency magnetic fields on N a + / K + -
ATPase activity, by using a new exposure system (Electric Research and Man-
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agement, Pittsburgh, PA). With the enzyme under basal conditions, magnetic 
fields increase Na + /K + -ATPase activity. In the frequency range 20-70 Hz and for 
amplitudes of 0.02-2 G, Na + /K +-ATPase activity increases by about 5-10%, 
with optima around 60 Hz. Under suboptimal conditions (i.e., aging prepara­
tions or adding inhibitor ouabain), the effects of magnetic fields parallel the 
previously reported effects of electric fields. A large increase in the effect 
(approaching 100%) occurs below an enzyme activity of 0.05-0.1 μπιοί phos-
phate-mg protein"1 -min"1. 

Although enzyme activity is normally inhibited by electric fields and 
stimulated by magnetic fields, the frequency dependence is similar for the 5-
mV/m (electric) and 50-mG (magnetic) fields. The optimal frequency for en­
zyme inhibition by electric fields is 100-200 Hz, and the optimal frequency for 
increased enzyme activity in magnetic fields appears to be around 60 Hz 
(although the full range has yet to be determined). The overlap of the two ranges 
suggests action of the individual fields upon a common rate-limiting process in a 
closely coupled system. 

The opposite effects of magnetic and electric fields on enzyme activity are 
in line with earlier studies on the cells of slime mold (21). The explanation given 
there for the effect of electric fields, changes in the surface charge, is similar to 
the Na + /K + -ATPase results, but the explanation for magnetic fields, a decrease in 
"hydrophobicity" of the surface, does not apply in terms of the Na + /K +-ATPase. 

Mechanism of A C Magnetic Field Interactions. The data sug­
gest that electric fields affect the enzyme in the same way as an increase in ion 
binding at the enzyme surface, and magnetic fields appear to increase charge 
flow within the protein, thereby coordinating binding sites at the two surfaces of 
the enzyme. Magnetic fields cannot act through the induced electric fields be­
cause the magnitudes of the induced currents are much too small and the effects 
are in the opposite direction. 

A critical role for electrons in Na + /K + -ATPase function is suggested by 
the relation between the effectiveness of cationic inhibitors and their redox po­
tentials (25). Inhibition of Na + /K + -ATPase activity by cations can be described 
in terms of competition at known sites on the enzyme. Specific inhibitors bind at 
known sites, and inhibition can be partially overcome by increases in the nor­
mally present cations (e.g., Na + , K + , and Mg 2 + ) . Nonspecific inhibitors act at 
unknown sites, and inhibition is independent of the normal cations. Even though 
nonspecific inhibitors do not bind at the activation sites or on ATP , they are the 
most effective cationic inhibitors (e.g., H g 2 + , A g + , and Cu 2 + ) , and their effective­
ness correlates with the redox potential of the ions (25). The most effective of 
these nonspecific inhibitors have the lowest redox potentials, and this correlation 
indicates a strong ability to absorb electrons and make them less available for the 
ATPase reaction. The effective concentrations of the specific inhibitors do not 
correlate with the redox potential. 

Another indication that A C magnetic fields affect the rates of reactions 
comes from correlations between reaction rates and optimal frequencies. The 60-
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Hz optimum for the Na + /K + -ATPase at 38 °C is very close to the measured reac­
tion rate. A relation between optimal frequency and rate may account for obser­
vations in HL-60 cells, in which optimal enhancement of transcription occurs at 
45 Hz, which is in the range of R N A synthesis (bases per second) rates. Also, the 
relation between synthesis of particular proteins in muscle and the frequency of 
electric stimulation, discussed elsewhere in this book, may be based on the same 
molecular mechanisms. These results suggest that magnetic fields could directly 
affect charge transfer in reactions. 

Role of Surface Charge in Active Ion Transport 
Much is known about active ion transport, but the mechanism is still not under­
stood. The splitting of A T P by the ATPase provides enough energy for the 
transport of N a + and K + ions against their concentration gradients, but how the 
energy from breaking a chemical bond is transduced into a directed ion flux is 
not known. Perhaps the most perplexing aspect of this problem is how the 
widely separated sites for catalysis and ion binding are coordinated to achieve 
the fluxes. 

Two essential molecular processes are generally believed to be involved 
in the active transport mechanism: conformational changes and charge shifts 
within the protein during enzyme activity. These processes are linked through 
the surface charge. The effects of changes in protein surface charge on molecular 
conformation can be illustrated in terms of channels, which function as molecu­
lar switches in biological membranes. The opening and closing of these cylindri­
cal assemblies of proteins in response to electric and chemical stimuli can be 
described as aggregation-disaggregation reactions, in which disaggregation 
varies with the molecular charge. This model can describe a number of protein 
reactions, starting with the relatively simple disaggregation of hemoglobin te-
tramers with pH, to the function of voltage-gated channels during excitation and 
the cooling and heating observed in excitable membranes when channels open 
and close (26). 

The effects of electric and magnetic fields on the ATPase have provided 
some insights into mechanism. Magnetic fields and electric fields appear to act 
at different sites on the ATPase, but both interactions affect surface charge 
density. Electric fields act as i f they increase cation binding at the enzyme sur­
face and lower the net negative charge. Charge shifts due to magnetic fields 
could lower the negative charge on one surface of the enzyme and raise it on the 
other. The similarity of the frequency dependence for the inhibitory electric and 
stimulatory magnetic fields suggests that the rate-limiting process in the enzyme 
links changes in ion binding to charge transfer across the enzyme. 

The changes in charge due to the fields are superimposed on the ATPase 
reaction, and this superimposition changes the charge density at the enzymatic 
site. Changes in charge density due to a shift of charge between enzyme surfaces 
should lead to changes in ion binding at both surfaces and coordinate the two 
sites. Because the outer enzyme site binds K + ions preferentially and the inner 
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site binds N a + ions preferentially, changes in counterion binding could create 
local concentration gradients of specific ions. 

The interplay of changes in charge density and channel opening provides 
an explanation for the occlusion of ion-binding sites during part of the ATPase 
cycle. Conformational changes cause an ion-binding surface of the enzyme to 
alternately contact the aqueous compartments on the two sides of the membrane 
or be closed off to ion exchange. The channel model already cited suggests how 
a change of exposure to the different solutions on the two surfaces or a complete 
closure could occur. For a total of 60 charges per 100 nm 2, divided between in­
ner and outer enzyme surfaces at 25 and 35 charges, respectively, the probability 
determined from the energetics of protein-aqueous interfaces is that the channel 
face that has the higher charge density would be open and the other face closed. 
A shift of 10 charges per 100 nm 2, at constant total charge, would reverse the 
average probabilities and cause a flipping of the enzyme from 'top open" con­
figuration to "bottom open" across the membrane. To achieve complete closure 
of the channel, a reaction leading to absorption of 10 charges per 100 nm 2 would 
be enough to close the open face of the channel. Decreases in charge density due 
to cation binding would decrease the number of charges that would have to be 
absorbed. 

In summary, signaling between ion binding sites on opposite sides of the 
membrane and coordination of A T P splitting with directed ion transport can 
apparently be accounted for through the effects of changes in surface charge on 
the channel properties of the Na + /K +-ATPase molecule. 

Na fit-ATPase as a Molecular Model for EM Field Effects 

From studies of the effects of electric and magnetic fields on Na + /K + -ATPase 
activity, we have been able to learn about changes in molecular properties that 
may be characteristic of the ways in which membrane proteins are affected by 
E M fields. Magnetic fields and electric fields appear to act at different sites on 
the ATPase, but both change the surface charge density. Changes in charge 
density affect the electric gradient across a channel, the number of ions bound or 
released, and channel opening and closing, all of which affect ion transport 
across membranes. The changes we have described for a membrane protein may 
occur in other polyelectrolytes as well as in nonmembrane systems. 
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The Role of Cell and Tissue Calcium 
in Transducing the Effects of Exposure 
to Low-Frequency Electromagnetic Fields 

Kenneth J. McLeod 

Musculoskeletal Research Laboratory, State University of New York 
at Stony Brook, Stony Brook, NY 11794-8181 

A review of recent developments in our understanding of calcium 
activity within cells is discussed in the context of proposed require­
ments for cellular detection of low-level, extremely low frequency 
(ELF) electric fields within tissues. These requirements include 
identification of a nonlinear or rectification process, the existence of 
a memory process, temporal characteristics that could explain the 
reported frequency dependence of ELF field interactions, and a spa­
tial integration process. Calcium channels exist in both excitable and 
nonexcitable cells and serve as a highly nonlinear, rectifying proc­
ess, with distinct temporal characteristics. In addition, these voltage­
-dependent calcium channels result in calcium oscillators that are 
highly susceptible to weak environmental perturbations. Finally, 
spatially large gap-junction-connected cell ensembles commonly oc­
cur in tissues, and calcium serves both as a mediator of these inter­
connections as well as an important carrier of intercellular informa­
tion through these channels. On the basis of the critical role calcium 
plays in these various physiological phenomena, the control of cal­
cium conductivity at the cell plasma membrane is proposed as a 
plausible process through which ELF fields may interact with cells. 

0065-2393/95/0250-0349$12.00/0 
©1995 American Chemical Society 
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WHETHER EXTREMELY LOW FREQUENCY (ELF) electromagnetic fields are 
capable of directly influencing calcium activity in exposed cells has been 

a question inextricably linked to E L F field studies for more than 20 years. But, 
like most studies to date on E L F field interactions, investigations of induced 
calcium alterations have been phenomenological, rather than mechanistic, in 
nature, and have left the question of the specific role of calcium in the transduc­
tion process unresolved. The earliest studies (1-3) associating calcium with 
ELF-field-induced effects concentrated on the measurement of calcium efflux 
from ex vivo tissue samples. These studies have had a major impact on subse­
quent E L F field studies as they were the first experiments to demonstrate the 
possible existence of narrow frequency and amplitude ranges in which E L F 
fields may be capable of influencing living tissue. Yet, the difficulty in replicat­
ing these experiments and the inability to identify the origin of the calcium 
leaving the tissue have made interpretation of these reported calcium efflux data 
difficult. Interest in calcium flux experiments has been maintained in both excit­
able and nonexcitable cells, but to a large degree the emphasis has shifted to the 
study of calcium influx into cells during field exposure (4-6). This shift in focus 
is certainly an important advance, as ion influx techniques are better established 
and have played a critical role in understanding both nerve (7) and muscle cell 
(8) activity. 

The emphasis on calcium fluxes, however, confounds interpretation of the 
physiological relevance of the reported ELF-field-induced responses, because 
the inward flow of calcium and the outward pumping of calcium are closely bal­
anced to maintain free intracellular calcium levels near 10"7 M . Calcium signal­
ing, in this view, arises through changes in the absolute calcium levels within the 
cell. During calcium level changes, diffusion-controlled calcium binding alters, 
either directly or through calmodulin-like proteins, the activity of the adenosine-
triphosphatases (ATPases), kinases, and phosphatases, as well as the adenosine 
3',5'-cyclic monophosphate (cAMP) cyclases and esterases. Through these mul­
tiple second-messenger pathways, calcium produces the myriad responses on 
cell activity, including secondary alterations in the calcium fluxes. Although 
investigations have led (9) to the suggestion of calcium flux, per se, being impor­
tant in certain cells because of differences in the binding kinetics of calmodulin, 
parvalbumin, and calbindin, changes in calcium flux clearly cannot indicate 
changes in either bound or free intracellular calcium levels. Slow variations in 
calcium fluxes may simply reflect a net downstream result of a complex signal 
cascade with little influence on cell activity (10). The demonstration of a more 
immediate effect on the calcium-signaling mechanism requires direct measure­
ment of calcium levels, and E L F research has moved (11-13) in this direction. 
Preliminary reports on direct calcium-dependent fluorescent measurements ap­
pear to confirm a change in calcium levels following field exposure. However, 
even in these relatively rapid assays, changes in calcium levels require from sev­
eral minutes to tens of minutes to become sufficiently large to reliably detect. 

The reported delays in the response of calcium to E L F field exposure raise 
the question of whether the observed changes in calcium activity are merely 
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epiphenomena of cell biochemical signaling processes, or modulation of calcium 
movement across the plasma membrane is an immediate consequence of E L F 
field exposure. Although finding the answer to this question wil l have little im­
pact on studies directed toward identifying changes in the genomic and pheno-
typic expression of cells following field exposure, this issue does go directly to 
the question of the biophysical mechanism of transduction of E L F electromag­
netic fields with living cells and therefore the conditions under which robust 
E L F field effects might be expected. In this chapter, the fundamental issues con­
cerning E L F field detection by cells are outlined, and current advances in several 
areas of biology and physiology that are relevant to our understanding of signal 
processing by cells are reviewed. These include recent developments in electro­
physiological ion channel characterizations in nonexcitable cells, gap junction 
physiology, network theory, and the measurement of the temporal and spatial 
dynamics of free calcium within cells. The conclusion reached is that although 
little concrete evidence now shows that transmembrane movement of calcium 
plays a direct role in the transduction of E L F fields to a biochemical signal, 
growing circumstantial evidence implicates calcium mobilization as one of the 
few plausible processes that could account for the remarkable ability of cells to 
respond to these low-level, alternating electric fields. Elucidation and characteri­
zation of the initial steps leading to calcium mobilization by E L F field exposure 
may therefore lead to a more complete understanding of the mechanism of E L F 
electromagnetic field sensitivity in living tissue. 

ELF Electromagnetic Field Detection by Cells 

Environmental E L F field exposures are, by definition, those with frequency 
content below 3000 Hz. In amplitude, flux densities rarely exceed 10 μΤ, and 
electric field intensities are rarely greater than 1000 V/m. Despite the existence 
of only these two components in an electromagnetic field, exposure of biological 
tissues to E L F electromagnetic fields actually results in three distinct exposures. 
The first exposure is the magnetic field component. Biological tissue has a mag­
netic permeability close to 1, so magnetic flux readily passes through cells and 
tissues. Although the possibility exists for a direct interaction of the magnetic 
field through ferromagnetic particles in the cells (14), through paramagnetic 
processes such as free-radical lifetime alterations (75), or through "ion cyclotron 
resonance-like" effects (16), to date there is no uniform agreement that magneti­
cally mediated biological effects occur at milligauss flux densities. 

The second exposure is the electric field component. Unlike magnetic 
fields, the low-frequency environmental electric fields are effectively shielded 
out of any organism surrounded by air because of the high conductivity of living 
tissue. The coupling of external electric fields into tissue is no higher than 10" 
in the E L F range, and this coupling level prevents the induction of any electric 
field greater than about 0.1 mV/m in the body by even the largest environmental 
exposures. 
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The third aspect of E M F exposure arises from the time-varying magnetic 
flux inducing a secondary electric field within the body tissues. The intensity of 
magnetically induced electric fields is proportional to the size of the tissue, the 
magnetic flux density, and the field frequency, so average induced electric fields 
as large as 1 mV/m can be induced in a human exposed to a 60-Hz, 10-μΤ flux 
density. When transitions in conductivity are considered, peak induced-field 
intensities can easily exceed 10 mV/m. This analysis suggests the most plausible 
mechanisms of interaction of environmental E L F electromagnetic fields with 
living tissue wil l be dependent on the magnetically induced electric field within 
the tissue. 

Just as electric fields are excluded from the interior of the body, the mag­
netically induced electric fields within the body wil l be excluded from the inte­
rior of individual cells by the low conductivity of the plasma membrane. At the 
frequencies of interest here, the plasma membrane appears as a large impedance 
(membranes typically have a specific resistance of 103 ohm-cm2 and a capaci­
tance of approximately 1 μΡ/cm 2). As a result, any extracellular electric current 
wil l diverge around the cell and induce a surface charge on the cell membrane. 
E L F electric fields within tissues are therefore restricted to direct interactions 
with cells and involve the forces developed on the free charges or dipolar struc­
tures on or within the cell plasma membrane (Figure 1) (77). One active area of 
research is directed toward determining whether the interaction of the extracellu­
lar fields with surface charges or dipoles could be responsible for the observed 
cellular responses. Mechanisms of interest currently include dipole orientation 
(18), directed diffusion (19), and electric polarization forces (20). In addition, 
the charge induced at the extracellular surface of the plasma membrane wil l re­
sult in a perturbation of the transmembrane potential proportional to the extracel­
lular field intensity and the size of the cell, and this perturbation may be the 
principal source of any electric field interaction. For the simplified conditions of 
a spherical cell exposed to a sinusoidal E L F electric field, the maximum pertur­
bation of the intrinsic diffusion potential (AVmax) across the membrane will be 

A F m a x = (3/2)ER sin ωί 

where Ε is the average extracellular field intensity, R is the radius of the cell, and 
ω is the radian frequency of the stimulus. A typical cell has a radius on the order 
of 10 μηι, so in the presence of a 10-mV/m extracellular field the induced per­
turbation of the membrane potential of the cell wil l be on the order of 100 nV. 
This perturbation is approximately 6 orders of magnitude smaller than the nor­
mal cell membrane potential. 

Although this typical amplitude of an ELF-field-induced membrane po­
tential perturbation is remarkably small, such perturbations are still above the 
thermal membrane noise voltage (27). This fact ensures that, given sufficient 
time to integrate this applied transmembrane "signal", it is thermodynamically 
possible for a cell to "detect" an extracellular E L F electric field through a trans­
membrane signaling process. Such a detection process would, of course, require 
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Figure 1. Schematic representation of the sites of interaction of extremely low 
frequency (ELF) electric fields (E) with a cell; these include both extracellular 
events as well as perturbation of the transmembrane potential (AVn). Abbrevia­
tions: Εβ, peak applied electric field intensity; F, force; Ρβ free charge density; P, 
polarization; R, radius of cell; σ% outside conductivity; Sx, outside dielectric 
permittivity; J, current density. (Reproduced with permission from reference 17. 
Copyright 1992 Wiley-Liss.) 

intrinsic memory so any incremental effect could be integrated over time. In 
addition, because magnetically induced electric fields are always symmetric in 
polarity, it is necessary to identify a voltage-dependent nonlinear aspect of the 
transduction process that could serve to rectify the membrane signal to permit a 
net accumulation of the signal with time. It would also be beneficial i f an E L F 
transduction process could be identified that had temporal dynamics that could 
account for the distinct frequency dependencies reported in the E L F literature. 
Finally, a transduction process that incorporates spatial integration (i.e., the abil­
ity to sum the signal over a spatial distance greater than a cell diameter) wil l 
result in a larger induced signal and, hence, a greater chance of being detected 
by the cell population. In this context of transduction process requirements, re­
cent developments in the biological arid physiological aspects of calcium me­
tabolism are considered. 

Intracellular Calcium Dynamics 
Calcium signaling processes rely on sensing changes in absolute levels of intra­
cellular free calcium. However, the recent improvements in our ability to moni­
tor intracellular calcium levels within individual cells demonstrate that cell re­
sponses are not necessarily a result of simple rises in free intracellular calcium 
concentration ([Ca 2 +]j) but may also depend on complex patterns of [Ca 2 + ] i ele-

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



354 ELECTROMAGNETIC FIELDS 

vation in space and time. Many of the revisions in our understanding of calcium 
dynamics have arisen through studies of secretory cells (22), cells in which vol­
ume regulation is typically controlled by calcium-dependent chloride conduc­
tances and secretion is calcium-dependent exocytosis (23). In these cells, cal­
cium elevations arise in response to hormonal stimulation but in a variety of 
temporal patterns. At supraphysiological agonist concentrations a sustained ele­
vation in [Ca 2 +]i is observed, whereas at physiological concentrations, oscilla­
tions or spiking activity in [Ca 2 +]i is typically recorded. Importantly, different 
agonists and different agonist concentrations provoke complex and distinct oscil­
lations or spiking patterns that may serve to characterize the stimulus. 

These dynamic calcium responses have led to the suggestion that calcium 
oscillations may provide a digital encoding of the stimulus type and strength 
through frequency modulation (24). This hypothesis is supported by the obser­
vation that, although calcium spike frequency can be readily altered, peak cal­
cium levels are much less variable. In cultured hepatocytes, a 10-fold variation 
in frequency (approximately 1 per 20 s to 1 per 200 s) is accompanied by a less 
than twofold change in amplitude (25). The actual amplitudes of these calcium 
spikes have been somewhat more difficult to attain. Aequorin, a calcium-
dependent luminescent photoprotein, is available as a reliable indicator of cal­
cium up to 500 μΜ. Although somewhat difficult to use, it can be incorporated 
into cells to demonstrate that calcium spikes can reach peak levels of over 10 
μΜ (Figure 2). Conversely, fluorescent dyes are easier to utilize and provide a 

600 

0 1 ' ' ' ' 1 • ' ' ' 1 ' • 1 ' 1 • 1 1 1 1 

320 330 330 340 340 
Elapsed time (seconds) 

Figure 2. Calcium transient optically recorded from a single nonexcitable cell 
(rat osteosarcoma ROS 17/2.8) within an ensemble of aequorin-loaded cells. 
Typical transient time course is 3-5 s with the peak calcium levels exceeding 10 
μΜ (Τ = 37 V, pH = 7. 5). Baseline intracellular Ca2+ concentration ([Cd*+]J 
of the cell ensemble is ~120 xlOT9 M. (Ordinant is root mean square photomul-
tiplier tube current.) 
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more intense optical signal and so have been ideal for studying the temporal 
patterns in calcium spiking. However, fluorescent dyes strongly buffer calcium 
and therefore do not report [Ca2 +]j accurately above 1 μΜ. 

A n equally important observation regarding calcium dynamics is that the 
calcium spikes do not represent a uniform elevation in calcium throughout the 
cell but arise as a reaction-diffusion wave traversing the breadth of the cell. In 
most cells that have been examined, the velocity of the induced calcium waves 
averages 15-30 μπι/s, a velocity that permits the wave to traverse the typical cell 
within several seconds (26). These observations on the wave nature of the cal­
cium transients have motivated the development of several mechanistic models 
that attempt to describe the regulation of calcium-transient behavior. In the cal­
cium-induced calcium release (CICR) model, free calcium triggers the genera­
tion of inositol trisphosphate (IP3), which is capable of releasing additional cal­
cium from intracellular stores to propagate the calcium wave. In fact, two 
variants of this model exist, one in which calcium is the only diffusing reactant 
and one (the IP 3-calcium coupling model) in which both calcium and IP 3 can 
diffuse (27a). These two models are not strongly dependent on plasma mem­
brane calcium fluxes. However, investigations have confirmed (27b) that in 
some cell types, when the intracellular calcium pool is depleted, or when the IP 3 

calcium release mechanism is blocked (e.g., with heparin), calcium waves may 
still be triggered. These observations have resulted in the development of an 
alternative model of calcium control, calcium-induced calcium entry (CICE), 
wherein an influx of calcium opens adjacent calcium channels and thus ensures 
wave propagation. This model requires an extracellular source of calcium, and 
although calcium spiking has been demonstrated in the absence of extracellular 
calcium, demonstration of a sustained response always requires an extracellular 
calcium source. The CICE model of calcium signaling would be strongly modu­
lated by alterations in plasma membrane calcium permeabilities. 

The potential importance of calcium spiking with respect to ELF-field-
induced effects does not arise so much through functions existing primarily in 
excitable or specialized secretory cells but from far more ubiquitous roles. One 
of these roles involves cellular division. The role of calcium as a second mes­
senger during mitosis has previously been proposed (28), but recent work has 
demonstrated (29) a causal relationship between the [Ca 2 + ]i transients that occur 
during the cell cycle and progression through the cell cycle. By blocking mito-
gen-induced [Ca 2 +]i elevation, investigators have shown cells to be reversibly 
blocked at the Gj-S transition, and this behavior demonstrates the calcium tran­
sient to be a necessary, although not sufficient, condition for cell cycle progres­
sion. These data wil l undoubtedly stimulate renewed interest in reports (30) that 
imply a critical permissive role for calcium at other points in the cell cycle, for 
example at the G 2 - M checkpoint (signaling completion of D N A repair) and on 
entry to anaphase (signaling complete chromosome alignment). The critical 
timing associated with the progression of the cell cycle and the importance of 
calcium transients in permitting progress through the cycle suggests that even 
modest alterations in calcium permeability may sufficiently perturb spike timing 
to alter the normal cell cycle progression. The growing number of reports (31a, 
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250 

Control Sham Exposed Field Exposed 

Initial Plating Density = 30K/cm * 

Figure 3. Inhibitory effect of 72-h ELF (30-Hz) field exposure (β-μΥ/cm rms) on 
the normal proliferation of ROS 17/2.8 osteosarcoma cells in monolayer culture. 
(Adaptedfrom reference 31.) 

31b, 31c) associating E L F exposure to modifications of growth rate in a wide 
variety of cells (cf. Figure 3) lend credence to the possibility that even a small 
direct influence of E L F fields on calcium activity could lead to significant long-
term effects. 

Calcium Channels in Nonexcitable Cells 

The ability of E L F fields to directly affect calcium permeability at the plasma 
membrane presupposes the existence of voltage-dependent calcium channels in 
the cell membrane. Yet, although the majority of reports of ELF-field-induced 
effects have been on nonexcitable cells, electrophysiological demonstrations of 
calcium channels have been largely restricted to nerve and muscle cells. The 
development of patch-recording techniques (32) significantly advanced our abil­
ity to investigate ion channels in smaller, nonexcitable cells. Correspondingly, 
the development of perforated patch-recording techniques (33) has dramatically 
improved the ability to record the extremely small calcium currents that exist in 
small nonexcitable cells without the problem of loss of the intracellular regula­
tory components by dialysis. Investigation of nonexcitable cells has shown (34, 
35) that, unlike nerve and muscle cells in which the transmembrane calcium 
conductances are dominated by high-voltage activating L - and N-type calcium 
channels, nonexcitable cells commonly demonstrate T-type channels. T-type 
channels are low-voltage activating channels, or channels that wil l activate for 
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small depolarizations near the resting potential of the cell (Figure 4). These 
channels, therefore, provide an obvious interaction site for ELF-field-induced 
membrane potential perturbations. 

T-type calcium channels have two other distinct qualities relevant to E L F 
field interactions. First, like all calcium channels, these are rectifying channels; 
in fact, they operate as a negative conductance within the plasma membrane. 
Decreasing the membrane potential acts to increase the calcium current, which 
rapidly results in a large change in the local calcium concentration within the 
cell. One to two milliseconds of a 0.5-pA calcium current flow through a single 
calcium channel wil l result in the intracellular calcium concentration rising to 10 
μΜ within a 0.1 -μπι radius of the channel and then diffusing outward as a cal­
cium wave. A membrane potential change of opposite polarity or a depolariza­
tion of the opposite side of the cell does not produce an opposing physical re­
sponse. The second important aspect of these channels is that they open 
transiently. Following a 50-100-ms open time, the channels normally progress 
into an inactivated state. This intrinsic delay results in a cycle time on the order 
of 10-20 Hz, a range commonly associated with optimal E L F field responses. 

The importance of identifying calcium channels in nonexcitable cells is 
accentuated by the work of Morris and Lecar (36), who have demonstrated that a 
membrane with only voltage-dependent calcium and potassium ion channels 
forms a system with the ability to undergo relatively complex oscillations. Be-

Cell Membrane Potential (mV) 

Figure 4. Current-voltage curves for whole-cell currents recorded from an os-
teoblast-like cell (MC-3T3E1) showing transient inward current associated with 
T-type calcium channel activity (O) and steady-state currents (A). Step depo­
larizations are from a holding potential of -85 mV, using permeabilized patch-
recording technique with 30 mM barium as the divalent current-carrying cation. 
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cause most nonexcitable cell membranes also support BK-type potassium chan­
nels (a calcium-activated potassium conductance), most nonexcitable cells 
would apparently be capable of undergoing nonlinear calcium oscillations 
through modulation of their calcium conductance (37). Moreover, recent nu­
merical investigations have shown (38) that relatively small changes in the 
maximal conductances underlie the bursting activity in the Morris-Lecar oscilla­
tor. These developments lend strong support to the contention that voltage-
dependent calcium channels could play a critical role in the origination of the 
ELF-field-induced responses, as even subtle modulation of these conductances 
(e.g., by E L F electric fields) may profoundly influence calcium transient behav­
ior. 

Gap Junctional Connectivity in Cell Ensembles 
Although calcium dynamics represent a class of cellular events that have the 
potential to be perturbed by E L F fields through the plasma membrane calcium 
channels, a single cell would need to have a sensitivity approaching the theoreti­
cal threshold to detect even the largest environmental E L F field levels described 
in the literature. One approach for improving upon this situation involves ampli­
fication of the transmembrane potential perturbation, yet the only variable in the 
equation for the induced membrane potential perturbation by E L F fields is the 
radius of the cell. With the exception of nerve and muscle cells, cell radii are 
consistently on the order of only a few micrometers, but the effective size of a 
cell can be increased i f it is part of an ensemble of cells that are electrically 
coupled. Recent work has shown (39) that the electrical interconnection of adja­
cent cells through gap junctions is more the rule than the exception. These gap-
junction interconnections have the potential to play an important role in enhanc­
ing the sensitivity of cells to extracellular electric fields. 

The concept of a tissue using a gap-junction-interconnected array of cells 
to spatially amplify the influence of an extracellular field was first proposed by 
Cooper (40), and the implications as to the frequency dependence of such an 
ensemble was reconsidered by Pilla et al. (41). More recently, we (42) extended 
this concept to two and three dimensions specifically to address the issue of de­
tection of E L F environmental fields. If a collection of Ν cells are grouped as a 
two-dimensional interconnected ensemble, then the effective radius of the en­
semble will increase as N^. Correspondingly, the magnitude of the induced 
membrane potential perturbation for the cells at the periphery of the ensemble 
wil l also increase as W\ Although in theory the size of the cell ensemble can be 
increased sufficiently to permit the cell ensemble to detect any arbitrarily small 
extracellular field, in reality this theoretical model would result in an unrealisti-
cally large number of cells in the ensemble. 

A more useful estimate of the role of cell ensembles can be obtained by 
considering the effect of three-dimensional ensembles. Extension to three di­
mensions does not increase the magnitude of the field-induced membrane poten­
tial perturbations, but it does result in a decreased cell ensemble noise compo-
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nent because ensemble noise wil l decrease as the square root of the number of 
cells in the ensemble. The benefits of extending the dimensions of a cell ensem­
ble do not accumulate linearly because cell plasma membranes are leaky insula­
tors and ensembles more than a few space constants (typically on the order of 1 
mm) in length contribute no additional benefit (43). Nonetheless, incorporating 
three-dimensional considerations into a gap-junction-coupled tissue model of 
field-cell interactions demonstrates a significant increase in ensemble sensitiv­
ity. By arranging the cells in a cylindrical pattern, similar for example to that 
found in bone tissues, a collection of only 20,000 cells can be shown to form a 
signal detection system that is capable of consistently detecting an electric field 
intensity as low as 1 mV/m. 

Calcium plays two critical roles within gap-junction-coupled networks of 
cells that could significantly influence cellular sensitivity to E L F electric fields. 
First, gap junctional conductivity and gating is sensitive to intracellular calcium 
levels. Although initial reports of gap junctional responses to calcium led (44) to 
suggestions that channel uncoupling in high calcium was a safety mechanism 
that allowed cells to protect themselves from injured neighboring cells, more 
recent work has demonstrated (45) that, at least in some cell types, significant 
alterations in gap junctional conductance can be observed when calcium concen­
trations are altered within the normal physiological range of 125-500 n M . The 
implication of this observation is that alterations in intracellular calcium levels 
could modulate cell network sensitivity to extracellular electric fields. If, as sug­
gested, field exposure affects calcium permeability of the cell membrane, then 
the ability of calcium to alter coupling in an interconnected cell network would 
result in a closed-loop system in which the sensitivity of the network to extra­
cellular electric fields could be readily titrated. This possibility holds further 
promise given the second demonstrated role of calcium in gap-junction-
interconnected networks: that of an intercellular messenger. Research shows (46) 
calcium transients or oscillations that occur in single cells can pass through gap 
junctions and proceed as a calcium wave into adjacent cells. As a result, even 
though only the cells at the edge of an interconnected network have maximal 
sensitivity to extracellular fields, an effect of field exposure on these peripheral 
cells may well be rapidly transmitted into the interior cells through calcium 
waves mediated by gap junctions. 

Developments in Network Theory 
The common existence of gap-junction-interconnected cell systems not only 
provides a means for amplifying and distributing the effects of E L F field expo­
sure, it also provides a mechanism for temporal integration, or system memory, a 
feature that would also enhance the probability of E L F signal detection. The 
fundamental basis of memory, that is, how biological systems map data from the 
outside world into internal states, falls within the realm of network theory. Much 
of the current research in network theory is being applied to the problem of 
learning and memory in neural networks, the basis of which is a fundamental 
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principle of learning proposed by Hebb (47). The essence of Hebbian learning is 
that a network of spiking cells can store and retrieve spatial-temporal patterns 
with a time constant substantially less than the temporal integration time of any 
single cell. This capability arises from the synchronization of the local spiking 
patterns within individual cell processes. Studies have extended (48-51) these 
concepts by addressing the possibility of coherent activity among large ensem­
bles of cells. 

Analysis of realistic models of ensembles of cells with spiking capability 
shows that by simply changing the communication delay times between adjacent 
cells, the oscillatory state of the ensemble can be significantly altered (52). For a 
weak external signal, a short delay time between cells results in strongly locked 
oscillation in the ensemble that wil l be sustained only for the duration of the 
applied stimulus. Conversely, with long delay times between the cells, exposure 
to an external signal results in a weak locking state, and the ensemble oscillation 
wil l sustain itself even after the signal is removed. Interestingly, intermediate 
delay times can lead to unsynchronized spiking activity in the ensemble. In ad­
dition, such modeling studies show the effect of adding noise is to lower the 
amplitude of the oscillations and shift the system from global stationary oscilla­
tion to a weakly locked state. The relevance of understanding the origin of such 
coherent activity becomes clear when the ensemble activity of nonexcitable, 
calcium spiking cells is observed (Figure 5). Clearly, just as in neurons, ensem­
bles of gap-junction-connected nonexcitable cells can undergo both local tran­
sient behavior as well as weakly coupled, low-level ensemble oscillations. 

Theoretical work on collective oscillations suggests ensemble oscillatory 

400 ι ι ι ι ι ι ι ι ι ι ι ι ι ι ι ι I I I I I 

300 h 

0 ' 1 ' ' ' 1 1 ' ' ' 1 ' 1 ' ' 1 ' 1 ' 1 ' 
0 100 200 300 400 

Elapsed time (seconds) 

Figure 5. Low-frequency (0.03-Hz) collective oscillations and concomitant single 
cell spiking arising spontaneously in an ensemble of aequorin-loaded osteoblas­
tic cells growing in monolayer. 
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activity should be particularly susceptible to weak stimuli in the environment, 
and work on ELF-field-stimulated cellular responses appears to confirm this 
suggestion. Perhaps the first demonstration of the sensitivity of oscillating sys­
tems to E L F fields was the reported work on Aplysia pacemaker cells (55). In­
duced current densities as low as 2 μΑ/cm2 were shown to alter the firing rate of 
the cells at a frequency of 0.5 Hz. Similarly, Blackwell (54) studied 15-, 30-, and 
50-Hz field effects on spontaneously firing neurons in the brain of anesthetized 
rats in response to an externally imposed field of 100 V/m. For a typical cou­
pling coefficient of 10"7, the induced fields in the brain of the animal would be 
on the order of 10 μν/m. Although no effect on average firing rate was found, 
induced synchronicity of the firing rate with the applied fields at 15 and 30 Hz 
were significant. Undoubtedly the best example of the sensitivity of oscillating 
systems to weak E L F fields is the response of the electroreceptive organs, the 
ampulae of Lorenzini. Recently reported voltage-clamp studies of isolated am-
pullary epithelium (55) demonstrate membrane potential perturbations of only 1 
μν are capable of modulating firing rates of the afferent nerve. Moreover, these 
investigations demonstrate a distinct negative conductance in the apical mem­
brane surface that is believed to be a calcium conductance. 

Real-Time Measurements of ELF Effects 
Numerous experimental reports support the theoretical prediction that, at least 
for excitable cells, ensembles of cells in an oscillatory state are exquisitely sen­
sitive to weak E L F electric field stimuli. Also, nonexcitable cells can clearly 
sustain an oscillatory state, most likely calcium oscillations or spiking. If cal­
cium indeed plays a critical, direct role in the field-cell transduction process, 
then demonstrating a direct effect of E L F field exposure on calcium dynamics 
should be possible. Consistent with this expectation, several laboratories are 
currently developing techniques to study the real-time response of intracellular 
calcium to E L F fields. One approach has been to utilize differential fluorescence 
spectroscopy to assay changes in both calcium levels and calcium influx during 
E L F field exposure (56). These studies have confirmed the existence of re­
markably small (4%), although highly significant (P < 0.01), increases in cal­
cium influx occurring within 120 s of the onset of a 60-Hz, 2-mV/m root mean 
square (rms) electric field exposure induced by a 2-mT magnetic flux. 

We have initiated a similar series of investigations of alterations in cal­
cium activity but have emphasized the dynamic changes in calcium spiking ac­
tivity in response to E L F field exposure. Ensembles of aequorin-loaded, os-
teoblast-like cells (100-200 χ 103 cells) growing in monolayer culture at 37 °C 
and a pH of 7.4 consistently demonstrate calcium spiking patterns that arise 
within 8-24 h after plating (Figure 6A). Exposure of this preparation to a 60-Hz, 
3 5-mV/m rms electric field can be shown to significantly suppress the spiking 
activity over a time course of minutes (Figure 6B). Moreover, spiking activity is 
reinitiated upon field removal and returns to baseline levels within tens of min­
utes. 
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Figure 6. Effect of uniform ELF field exposure at 60-Hz, 35-mV/m rms, on the 
calcium transient activity in an ensemble of osteoblastic cells growing in mono­
layer for 48 h prior to exposure: (A) 45 min immediately preceding exposure and 
(B) 45 min immediately following onset offield exposure. 

Although such real-time studies are only beginning, increases in temporal 
resolution combined with studies on the influence of gap junction blockers, cal­
cium channel blockers, and further single-cell exposure studies should be capa­
ble of definitively identifying the initial events associated with cellular detection 
of E L F electric fields. Our current understanding of the critical role of calcium 
in mediating numerous environmental signal detection processes suggests that 
calcium will likely play an immediate and critical role in E L F field detection as 
well. 

Summary 

In considering the conceptual requirements of a transduction process through 
which cells could detect a low-level E L F electric field induced within a tissue, 
four critical characteristics of the process were identified. These include (1) a 
nonlinear or rectification characteristic that would permit detection of symmetric 
fields, (2) the existence of memory within the process to permit temporal signal 
averaging, (3) temporal characteristics that could explain the reported frequency 
dependence of E L F field interactions, and (4) the ability to spatially integrate the 
field to provide amplification and enhance the tissue's ability to detect these 
low-level fields. 

A review of the more recent developments in our understanding of cal­
cium activity within cells leads to the suggestion that voltage-dependent modu­
lation of calcium conductances within the cell plasma membrane may be suffi­
cient to explain many of the phenomena observed in E L F exposure experiments. 
Calcium channels exist in both excitable and nonexcitable cells and serve as a 
highly nonlinear, rectifying process with distinct temporal characteristics. In 
addition, oscillating systems are highly susceptible to weak environmental per-
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turbations, and calcium oscillators appear to exist in many, i f not most, cells 
because of the activity of their voltage-dependent calcium channels. Finally, 
gap-junction-connected cell ensembles commonly occur in tissues, and calcium 
serves both as a mediator of these interconnections as well as an important car­
rier of intercellular information through these channels. 

On the basis of these observations, the regulation of calcium conductivity 
at the cell plasma membrane is proposed as a potentially critical process through 
which E L F electric fields could significantly interact with cells. The definitive 
experiments testing this hypothesis remain to be done. 

Acknowledgments 
This work was supported by Electric Power Research Institute Grant 2965-21 
and National Institutes of Health Grant ES-06287. 

References 
1. Bawin, S. M. ; Kaczmarek, L. K.; Adey, W. R. Ann. N.Y. Acad. Sci. 1975, 247, 74-

81. 
2. Bawin, S. M. ; Adey, W. R.; Sabbott, I. M . Proc. Natl. Acad. Sci. U.S.A. 1978, 75, 

6314-6318. 
3. Blackman, C. F.; Elder, J. Α.; Weil, C. M. ; Benane, S. G.; Eichinger, D.C.; House, 

D. E. Radio Sci. 1979, 14(6S), 93-98. 
4. Schwartz, J.-L.; House, D. E.; Mealing, G. A. R. Bioelectromagnetics 1990, 11, 

349-358. 
5. Lyle, D. B.; Wang, X. ; Ayotte, R. D.; Shappard, A. R.; Adey, W. R. Bioelectro­

-magnetics 1991, 12, 145-156. 
6. Yost, M . G.; Liburdy, R. P. FEBS Lett. 1992, 296(2), 11-222. 
7. Keynes, R. D.; Lewis, P. R. J. Physiol. (London) 1951, 114, 152-182. 
8. Niedergerke, R.; Page, S. Pfluegers Arch. 1969, 306, 354-356. 
9. Williams, R. J. P. Cell Calcium 1992, 13, 273-275. 

10. Luben, R. A. Health Phys. 1991, 61, 15-28. 
11. Liburdy, R. P. FEBS Lett. 1992, 301, 53-59. 
12. Lindstrom, E.; Lindstrom, P.; Berglund, Α.; Mild, K. H.; Lundgren, E. Proc. BEMS 

1993, P-B-40. 
13. Walleczek, J. FASEB J. 1992, 6, 3177-3185. 
14. Kirschvink, J. L.; Kirschvink, A. K.; Woodford, B. J. Proc. Natl. Acad. Sci. U.S.A. 

1992, 89, 7683-7687. 
15. Lednev, V. V. Bioelectromagnetics 1991, 12, 71-75. 
16. Liboff, A. R. In Interaction Mechanisms of Low-Level Electromagnetic Fields in 

Living Systems; Norden, B.; Ramel, C., Eds.; Oxford University: Oxford, England, 
1990; pp 130-147. 

17. McLeod, K. J. Bioelectromagnetics 1992, 1, 161-178. 
18. Polk, C. Bioelectrochem. Bioenerg. 1992, 28, 279-289. 
19. Lee, R. C.; Gowrishankar, T. R.; Basch, R. M. ; Patel, P.-K. K.; Golan, D. E. Bio­

-phys. J. 1993, 64, 44-57. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



364 ELECTROMAGNETIC FIELDS 

20. McLeod, K. J.; Rubin, C. T.; Donahue, H. J.; Guilak, F. In Electricity and Magnet­
-ism in Biology and Medicine; Blank, M. , Ed.; San Francisco Press: Berkeley, CA, 
1992; pp 559-562. 

21. Weaver, J.; Astumian, R. Science (Washington, D.C.) 1990, 247, 459-462. 
22. Woods, N. M. ; Cuthbertson, R.; Cobbold, P. H. Cell Calcium 1987, 8, 79-100. 
23. Thorn, P. In Calcium Regulation and Signalling; Cheek, R.; Flik, G.; Hazon, N. , 

Eds.; Company of Biologists: Cambridge, England, 1993; Vol. 184, pp 129-144. 
24. Berridge, M . J. Nature (London) 1993, 361, 315-325. 
25. Cobbold, P. H.; Sanchez-Bueno, Α.; Dixon, C. J. Cell Calcium 1991, 12, 87-95. 
26. Jaffee, L. F. Cell Calcium 1993, 14, 736-745. 
27. (a) Boitano, S.; Dirksen, E. R.; Sanderson, M . J. Science (Washington, D.C.) 1992, 

258, 292-295; (b) Arora, P. D.; Bibby, K. J.; McCulloch, C. A. G. J. Cell Physiol. 
1994, 161, 187-200. 

28. Hepler, P. K. J. Cell Biol. 1989, 109, 2567-2573. 
29. Wahl, M ; Gruenstein, E. Mol. Biol. Cell 1993, 4, 293-302. 
30. Kao, J. P.; Alderton, J. M . ; Tsien, R. Y. ; Steinhardt, R. A . J. Cell Biol. 1990, 111, 

183-196. 
31. (a) McLeod, K. J.; Donahue, H. J.; Levin, P. E.; Fontaine, M.-A.; Rubin, C. T. J. 

Bone Miner. Res., 1993, 8(8), 977-984; (b) Liburdy, R. P.; Sloma, T. R.; Sokolic, 
R.; Yaswen, P. J. Pineal Res. 1993, 14, 89-97; (c) Schimmelpheng, J.; Dertinger, H. 
Bioelectrochem. Bioenerg. 1993, 30, 143-150. 

32. Hamill, O. P.; Marty, Α.; Neher, E.; Sakmann, B.; Sigworth, F. J. Pfluegers Arch. 
1981, 391, 85-100. 

33. Horn, R.; Korn, S. J. In Methods in Enzymology: Ion Channels; Rudy, B.; Iverson, 
L. E., Eds.; Academic: Orlando, FL, 1992; Vol. 207, pp 149-154. 

34. Amagai, Y.; Kasai, S. Jpn. J. Physiol. 1989, 39, 773-777. 
35. Wang, Z.; Estacian, M . ; Mordan, L. J. Am. J. Physiol. 1993, 265, C1239-C1246. 
36. Morris, C.; Lecar, H. Biophys. J. 1981, 35, 193-213. 
37. Chesnoy-Marchais, D.; Fritsch, J. J. Physiol. (London) 1988, 398, 291-311. 
38. Skinner, F. K.; Turrigiano, G. G.; Marder, E. Biol Cyhern. 1993, 69, 375-383. 
39. Saez, J. C.; Berthoud, V. M . ; Moreno, A . P.; Spray, D. C. In Advances in Second 

Messenger and Phosphoprotein Research; Shenolikar, Α.; Nairn, A. C., Eds.; Ra­
-ven: New York, 1993; pp 163-197. 

40. Cooper, M . J. Theor. Biol. 1984, 111, 123-130. 
41. Pilla, Α. Α.; Nasser, P. R.; Kaufman, J. J. Bioelectrochem. Bioenerg. 1994, 35, 63-

69. 
42. McLeod, K. J.; Rubin, C. T.; Donahue, H. J. Radio Sci. 1994, 30, 233-244. 
43. Spach, M . S.; Heidlage, J. F. Crit. Rev. Biomed. Eng. 1992, 20(3-4), 141-169. 
44. Deleze, J. J. Physiol. (London) 1970, 208, 547-562. 
45. Lasrak, Α.; Peracchia, C. Biophys. J. 1993, 65, 2002-2012. 
46. Charles, A. C.; Naus, C. C. G.; Zhu, D.; Kidder, G. M. ; Dirksen, E. R.; Sanderson, 

M . J. J. Cell. Biol. 1992, 118, 195-201. 
47. Hebb, D. O. The Organization of Behavior; Wiley: New York, 1949. 
48. Hopfield, J. J. Proc. Natl. Acad. Sci. U.SA. 1982, 79, 2554-2558. 
49. Buhmann, J. Phys. Rev. A 1989, 40, 4145-4148. 
50. Herz, Α.; Sulaer, B.; Kuhm, R.; van Hemmen, J. L. Biol. Cybern. 1989, 60, 457-

467. 
51. Lisman, J. E.; Idiart, M . A. P. Science (Washington, D.C.) 1995, 267, 1512-1515. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



20. MCLEOD Role ofCa2+ in Transducing ELF EMF Effects in Cells 365 

52. Gerstner, W.; Ritz, R.; van Hemmen, J . L. Biol. Cybern. 1993 , 68, 363-374. 
53. Wachtel, H. In 18th Hanford Life Sciences Symposia; U.S. Department of Energy: 

Washington, DC, 1979. 
54. Blackwell, R. P. Bioelectromagnetics 1986 , 7, 425-434. 
55. Lu, J.; Fishman, H. Biophys. J. 1994 , 66, A217. 

56. Walleczek, J.; Miller, P. L.; Adey, W. R. Trans. Bioelectromagn. Soc. 1993 , 15, 14. 

RECEIVED for review April 25, 1994. ACCEPTED revised manuscript March 29, 1995. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

0

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



21 

Magnetoreception and Electromagnetic 
Field Effects: Sensory Perception 
of the Geomagnetic Field in Animals and 
Humans 

Atsuko Kobayashi and Joseph L. Kirschvink 

Division of Geological and Planetary Sciences, California Institute 
of Technology, Pasadena, CA 91125 

This chapter reviews numerous discoveries that have been made 
during the past 15 years concerning the ability of living organisms to 
respond to the geomagnetic field. These include (1) the magnetotac­
tic response of bacteria and protozoans, (2) magnetic effects on 
homing and navigational behavior by migrating animals, (3) the dis­
covery of magnetically influenced signals in nerve fibers from the 
trigeminal system in birds and fish, and (4) the testing of two bio­
physical hypotheses for the magnetoreception mechanism (biogenic 
magnetite and optical pumping). A final discussion concerns possible 
biological effects of environmental electromagnetic fields on the ba­
sis of the energy required to rotate the small crystals of biogenic 
magnetite that have been discovered in various human tissues. 

THE QUESTION OF WHETHER SOME LIVING ORGANISMS might be sensitive to 
the Earth's magnetic field has been one of the most controversial topics in 

the behavioral and neural sciences for more than a century. Earlier reports of 
magnetic effects on animals were criticized properly by biologists because of the 
difficulty of replication and by physicists who could not think of a plausible bio­
physical mechanism by which animals could detect the weak magnetic field of 

0065-2393/95/0250-0367$14.00/0 
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368 ELECTROMAGNETIC FIELDS 

the Earth (e.g., 1, 2). However, this situation changed radically during the past 
15 years by developments in three separate areas. 

First came the discovery of many highly reproducible magnetic effects on 
behavior. These effects include the magnetotactic response of bacteria and pro­
tozoans, magnetic effects on homing and navigational behavior by migrating 
animals, and the development of some robust psychological magnetic condition­
ing techniques. Apparently, two separate magnetic sensory systems exist in 
higher animals: a directional compass and a magnetointensity sense. 

Second, at least two plausible biophysical mechanisms are now known 
through which the Earth's magnetic field can be transduced to the nervous sys­
tem. These mechanisms include use of the ferromagnetic mineral magnetite 
(Fe304), which is a biochemical precipitate in virtually all groups of higher or­
ganisms, including humans. In several groups of vertebrates it forms chainlike 
structures ideally suited for responding to magnetic fields (3-6). Optical pump­
ing is another potential transduction mechanism (e.g., 7-9) by which Earth-
strength magnetic fields could influence charge-transfer reactions in organic 
molecules. Both mechanisms have received support from laboratory-based ex­
periments, as discussed in this chapter. A third mechanism, electrical induction, 
is not a plausible transduction hypothesis for terrestrial organisms (e.g., 70). 

Finally, two separate groups obtained clear records of magnetically influ­
enced signals in single nerve units connecting magnetite-bearing tissues with the 
brain, and these signals suggest strongly that the magnetite-bearing tissues of the 
ethmoid sinus contain a magnetoreceptor. The ophthalmic branch of the trigemi­
nal nerve appears to be the main conduit of magnetic intensity information to the 
brain; the origin of the compass is as yet unknown. 

A brief review of each of these three important developments wil l be pre­
sented, followed by a review of the past work on magnetoreception in humans. 

Experimental Evidence for Magnetoreception 

Directional Compass Effects. Microorganisms. Magnetotactic bac­
teria and algae provide the clearest examples of a directional compass response 
in any living organism (77, 12). When observed under the microscope, living 
cells swim in straight lines parallel to a magnetic field, and their swimming di­
rections can be changed instantly by using a small hand magnet. Each cell con­
tains between 0.5 and 2% by weight magnetite or greigite (Fe 3S 4), and the ar­
rangement of crystals into chains provides each cell with magnetic moments 
large enough to align the organism passively like a compass needle in the geo­
magnetic field. 

Why is magnetotaxis useful for these microorganisms? In the Northern 
hemisphere, the magnetotactic bacteria swim to the North, or toward the South 
pole of a magnet, whereas in the Southern hemisphere they do precisely the op­
posite (75). In both cases, the inclination of the Earth's magnetic field leads 
them down, back to their natural environment at the mud-water interface. Most 
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21. KOBAYASHI AND KIRSCHVINK Magnetoreception and EMF Effects 369 

of these bacteria do not like a high concentration of oxygen in the water, so us­
ing the geomagnetic field to stay near the surface of the mud, which has a low 
oxygen concentration, is convenient for them. Hence, the geomagnetic field is 
very important to their survival. On the geomagnetic equator (or in environments 
where the magnetic field is parallel to the mud-water interface), the population 
density of magnetotactic bacteria is reduced by several orders of magnitude (14). 
The magnetotactic behavior of the algae is more complex, as they respond to 
other environmental clues. 

Invertebrate Magnetic Compass Effects. Of all terrestrial invertebrates 
that have been examined for magnetic field sensitivity, the honeybee (Apis mel-
lifera) stands out as having the most extensive and reproducible behavior. Table 
I shows a summary of the known magnetic effects, as well as the independent 
attempts to replicate them. Of the nine basic effects, six have been replicated by 
independent groups, and three by two or more groups. We know of no attempts 
to replicate these effects that were not eventually successful (some apparently 
took practice). Effects 2, 3, and 8 from Table I all demonstrate that honeybees 
have a very good directional magnetic compass sensitivity. These data have been 
reviewed extensively by Towne and Gould (15), Kirschvink (16), and Kirsch­
vink et al. (17). 

Effects 
Table 1. Summary of Magnetic Effects on Honeybee Behavior 

Original Reports Similar Reports 
1. Misdirection in the waggle 

dance influenced by weak 
magnetic fields 

2. Dances on horizontal comb 
align with points of magnetic 
compass 

3. Magnetic orientation of comb 
building 

4. Time sense of bees influenced 
by geomagnetic variations 

5. Extinction test conditioning 
experiment 

6. Two-choice threshold condi­
tioning experiment 

7. Small magnets on anterior 
dorsal abdomen interfere with 
conditioning experiments 

8. Pulse remagnetization con­
verts North-seeking into 
South-seeking bees 

9. Two-choice conditioning to 
ELF magnetic fields up 
through 60 Hz 

Lindauer and Martin (90) 
Lindauer and Martin (91) 
Martin and Lindauer (92) 
Lindauer and Martin (91) 
Martin and Lindauer (92) 

Lindauer and Martin (91) 
Martin and Lindauer (93) 
Lindauer (94) 

Walker and Bitterman 
(37) 
Walker and Bitterman 
(38) 
Walker and Bitterman 
(39) 

Kirschvink and Kobay-
ashi-Kirschvink (41) 

Kirschvink et al. (42) 

Hepworth et al. (95) 
Towne and Gould (15) 
Kilbert (96) 
Brines (97) 
Gould (98) 
see also Kirschvink (99) 
De Jong (100) 
Towne and Gould (15) 
partially by Gould (98) 

Kirschvink and Kobay-
ashi-Kirschvink (41) 
Kirschvink et al. (42) 

No attempts reported 

No attempts reported 

No attempts reported 

NOTE: ELF is extremely low frequency. 
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370 ELECTROMAGNETIC FIELDS 

Phillips and Sayeed (18) have reported recently that males of the fruit fly 
(Drosophila melanogaster) also display a magnetic compass response when re­
leased into an eight-arm tadial maze. This finding is an exciting development, as 
numerous genetic mutants exist for Drosophila that should aid in the localization 
of the receptor cells, as well as aid in the elucidation of the transduction mecha­
nism. The experimental protocol appears to be simple and straightforward. If the 
results prove to be reproducible, the fruit fly could replace the honeybee as the 
organism of choice in magnetic studies, as it is much easier to maintain and 
work with. 

A directional magnetic compass response also appears to be present in 
some marine mollusks, particularly Tritonia diomeda (19). Using intracellular 
electrophysiological recording techniques, Lohmann et al. (20) found that the 
large cells of the left and right pedal (lPe5 and rPe5) alter their firing patterns 
consistently (although slowly) in response to a rotation of the magnetic field 
direction. The ability to identify these discrete, magnetically sensitive brain cells 
offers hope that neurological staining techniques may ultimately locate the ac­
tual receptor cells and help clarify the transduction mechanism. 

Vertebrate Magnetic Compass Effects. Magnetic compass effects have 
been reported in all five classes of vertebrates, including fish (21), amphibians 
(22), reptiles (23), numerous birds (e.g., 24-26), and mammals (27). 

Wiltschko and Wiltschko (26) first recognized that the magnetic compass 
response in European robins was insensitive to the polarity of the field. Revers­
ing the vector direction of the local magnetic field (by inverting both the hori­
zontal and vertical components) yields no change in the directional preference. 
On the other hand, inversion of the vertical component alone yields a 180° shift, 
and tests in horizontal fields (vertical component canceled) yield random direc­
tional preferences. Apparently, the animals are responding to the axis of the field 
relative to horizontal, and hence this behavior is generally referred to as an incli­
nation compass. Numerous studies have shown that this pattern of response is a 
general characteristic of birds, and it has been reported in amphibians and rep­
tiles as well [newts (22) and loggerhead turtle hatchlings (23)]. However, migrat­
ing salmon fingerlings (28) display a polar compass, as do migrating newts (22) 
and mole rats (29a). Unfortunately, very few reports of magnetic compass re­
sponses in animals include tests to distinguish axial from polar compass mecha­
nisms, so the phyletic consistency of these observations is unknown. 

The inclination compass is also interesting because the behavioral re­
sponse combines sensory information from two separate systems: gravity and 
magnetism. This behavior unfortunately complicates attempts to elucidate the 
biophysical mechanism(s) underlying magnetoreception, as some important 
features that might be present at the receptor level (e.g., polarity sensitivity) 
could be eliminated in the complex sensory processing leading to the behavioral 
response. 

Magnetointensity Perception. Most of the pre-1980 literature on 
magnetic sensitivity dealt with tests of various sorts on the ability of animals to 
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obtain directional information from the geomagnetic field (e.g., "compass" in­
formation), and this type of response has been difficult sometimes to replicate in 
subsequent attempts (e.g., 29b). However, numerous reports in the literature deal 
with the effects of weak fluctuations in the background intensity of the magnetic 
field, with little change in the vector direction of the field itself. Examples in­
clude the release of homing pigeons at magnetic anomalies (30, 31), the prefer­
ential stranding of cetaceans at local magnetic minimum (32-34), the tendency 
of cetaceans to avoid high fields and field gradients while at sea (35), and vir­
tually all of the successful attempts to condition animals to magnetic fields (36-
42). The data suggest that migrating and homing animals derive useful informa­
tion from magnetic variations that can be as weak as only a few tenths of a per­
cent of the background field. Although many magnetic features, such as the ma­
rine magnetic lineations, and regional geomagnetic variations could be rich 
sources of position information for animals, the change in the vector direction of 
the magnetic field associated with them is rather small. For example, a 50-nT 
magnetic anomaly in the ~50-μΤ geomagnetic field could at most produce a di­
rectional change of 0.06°. As moving animals are not known to keep track of 
their spatial orientation better than this, the animals are thus probably monitoring 
some scalar component of the magnetic vector field (e.g., 43). 

Walker and Bitterman (38) report a remarkable measurement of the 
threshold level of static magnetic intensity perception in the honeybee (effect 6 
of Table I). They first developed a two-choice training paradigm using two su­
crose-water feeder assemblies mounted on a vertical window frame. Each as­
sembly had a pair of double-wrapped coils that could either produce a sharply 
focused magnetic anomaly or a matching null-field anomaly, but with the same 
thermal effects. Individual foraging bees were trained via a reward-punishment 
scheme to feed preferentially from the feeder paired with the magnetic anomaly, 
and usually within 10 or 20 repeat visits they would learn to land at the feeder 
with the magnetic anomaly and avoid the nonmagnetic one. By starting with a 
moderately strong anomaly (3 mT) and by reducing the amplitude of the anom­
aly in small exponential steps, the threshold sensitivity could be determined by 
the point at which the bees were no longer able to discriminate correctly. Of nine 
bees run through the procedure, the median threshold was 250 nT in the pres­
ence of the Earth's field, a relative sensitivity of 0.6%. As shown in Figure 1, the 
best bee lost the ability to discriminate in fields below 25 nT (0.06% of back­
ground). Similar, but less direct, estimates of the magnetic sensitivity of bees 
were obtained from both the misdirection and Orcadian rhythm experiments 
(effects 1 and 4 of Table I). 

In a previous study, we reported (42) the replication of this basic condi­
tioning technique for strong fields and used it to obtain a first-order look at the 
frequency response of the honeybee magnetoreceptor system. Bees are able to 
discriminate oscillating magnetic fields at frequencies at least up through 60 Hz. 
Subsequently, we ran a series of bees through the Walker and Bitterman thresh­
old procedure at 60 and 10 Hz in an attempt to measure the weakest power-line-
frequency magnetic field they can perceive (44a); preliminary results are shown 
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372 ELECTROMAGNETIC FIELDS 

Figure 1. Measurement of the threshold sensitivity of honeybees to weak direct 
current (DC), 10-Hz, and 60-Hz magnetic anomalies. In each case, an individual 
bee is first conditioned to discriminate the presence or absence of a moderately 
strong magnetic anomaly using the two-choice paradigm of Walker and Bitter­
man β%). After reaching performance criterion, the field level is reduced to a 
lower value, and the bee is tested to determine if discrimination can be reestab­
lished. This figure shows the proportion of bees able to discriminate the given 
field stimulus. Data for the nine bees exposed to the DC field are from Walker 
and Bitterman (38), and those from 15 bees tested at 10 Hz and 11 bees tested to 
a 60-Hz stimulus are from Kirschvink et al (44a). All of the bees were initially 
able to detect the DC stimulus and were able to maintain discrimination through 
a reduction of 3 orders of magnitude. On the other hand, bees did far worse at 
detection of the 60-Hz stimulus, a result that is consistent with the viscous 
damping model of an elongate magnetosome chain (17, 42). RMS is root mean 
square. 

in Figure 1, compared with the results for static fields of Walker and Bitterman 
(38). Apparently the threshold sensitivity at 60 Hz is reduced by over 3 orders of 
magnitude compared with that at 0 Hz, with the 10 Hz value in between. As dis­
cussed below, this finding is consistent with the biophysical predictions of a 
magnetoreceptor that employs a linear magnetosome chain for detecting the 
magnetic field (17, 42). 

Vertebrate Neurophysiology. This most important development 
involves the discovery of magnetically influenced signals in nerve fibers that 
ramify in the magnetite-bearing tissues of the ethmoidal region. The ophthalmic 
branch of the trigeminal nerve is the one that connects tissues in the ethmoid 
region to the brain, so this nerve is the most likely one with which to begin the 
electrophysiological search. Within the past 4 years, two groups have had spec­
tacular success at making direct electrophysiological recordings of magnetically 
mediated signals in this nerve. The first report (44b) was recorded from cells in 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

1

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



21. KoBAYAsm AND KIRSCHVINK Magnetoreception and EMF Effects 373 

Figure 2. Schematic drawing of the bobolink trigeminal ganglion showing the 
nerves and recording locations (indicated by x) of cells responding to magnetic 
stimulation. The line indicates where mandibulomaxillaris nerve was severed 
(Adapted from reference 44b, courtesy of R. Beason.) 

the trigeminal ganglion of a small migratory bird, the bobolink (Figure 2). In this 
report, about 21% of the fibers in the ophthalmic nerve and 9% of cells in the 
trigeminal ganglion responded to small changes in the intensity of the applied 
magnetic fields (Figure 3), including neurons that fired in response to changes in 
the field as weak as 200 nT (4% of the background geomagnetic field). The 
roughly logarithmic increase in firing frequency of the nerve with stimulus in­
tensity is a pattern observed in many other sensory systems. Similar results were 
obtained by Walker et al. (44c) in New Zealand on the brown trout (a relative of 
the salmon). In both the bird and fish, no other sensory nerve fibers have yet 
been found to convey magnetic signals. 

Figure 3. Electrophysiological recordings of magnetically mediated signals in a 
bobolink, showing the response of one ganglion cell to different vertical mag­
netic field intensity changes. On each of the six horizontal traces, the number 
with the % symbol indicates the size of the magnetic intensity increase compared 
with the background (static) field level, which was 50 μΤ. 0% is an example of 
the spontaneous activity of this neuron, 0.4% was with a stimulus of200 nT, 10% 
was with 5 μΤ, 30% was with 15 μΤ, 50% was 25 μΤ, and 200% was 100 μΤ. The 
stimulus onset is indicated by the bar below each series. Horizontal scale is 50 
ms; vertical scale is 2 mV. (Adapted from reference 44b; data courtesy of R. 
Beason.) 
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Human Magnetoreception. The question of whether humans also 
have a magnetic sensitivity is perhaps one of the most controversial areas in this 
entire field. Humans make magnetite in many tissues and have an ophthalmic 
nerve in their trigeminal system. However, most humans do not claim to per­
ceive consciously the Earth's magnetic field, and magnetoreception is not listed 
among the five major senses (vision, hearing, smell, taste, and touch). Therefore, 
i f magnetoreception exists in humans, it must either be buried deeply in our sub­
conscious or masked in some other fashion. One research group in England has 
claimed for the past 13 years that humans do indeed have a subconscious mag­
netic compass sense like many other animals (45-53). However, no independent 
research group has yet claimed success at replicating any of these results, (e.g., 
54-57). 

Two more recent developments indicate that now may be a good time to 
reinvestigate this human magnetoreception question. First, Bell et al. (58) ob­
tained evidence from surface-based electroencephalogram recordings that envi­
ronmental magnetic stimuli are somehow having an influence on neurological 
activity in the human brain. Second, Dobson et al. (59, 60; see also reference 61) 
report that a 1-2-mT static magnetic field applied through the head of epileptic 
patients was able to elicit epileptiform (epilepsy-like) activity, as recorded by 
electrodes implanted directly in the hippocampus. The ability to induce epilepti­
form activity on command led to the successful localization of the epileptic foci 
in several patients who otherwise had been difficult to treat. However, in one 
study (60) the induced activity developed into a full-blown epileptic seizure in 
one patient. 

At present, the evidence suggests an intensity "window" for eliciting this 
response, as static fields below 0.9 mT do not work, and apparently no claims 
exist of epileptic seizures being triggered by exposures to the strong (1.5-T) 
magnetic fields of clinical magnetic resonance imaging (MRI) machines. This 
feature is as yet poorly understood. The only other report of a behavioral inten­
sity window for a vertebrate is in birds (26), and it was centered on the geomag­
netic field strength. 

A l l of these more recent observations are consistent with the hypothesis 
that external magnetic fields are being transduced into neurological activity in 
humans. If so, some form of sensory transduction must be operating for this hy­
pothesis to be true, as all known inputs to the nervous system arise ultimately in 
cells specialized to convert external stimuli into coded bursts of action potentials 
(e.g., 62). Hence, the investigation of human magnetoreception is an area that 
needs much additional work. 

Biophysics of Magnetoreception 

The Ferromagnetic Transduction Hypothesis: Biogenic Mag­
netite. Theory and Occurrence. The simplest possible method for a living 
organism to respond to magnetic fields as weak as that of the Earth's is to use a 
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permanent magnet, much as human navigators do today. However, most materi­
als found in organisms are generally thought of as nonmagnetic, that is, either 
diamagnetic (repelled weakly from a magnetic field, like water and most fatty 
substances) or paramagnetic (weakly attracted to a magnetic field, like the de-
oxyhemoglobin in red blood cells). For materials of these types, the direct physi­
cal influence of the Earth's magnetic field is extraordinarily weak, with the en­
ergy of magnetic interaction being many orders of magnitude below that of the 
background thermal energy, kT (where k is the Boltzmann constant and Τ is the 
absolute temperature). However, another category of materials, termed ferro­
magnetic, interacts very strongly with the Earth's magnetic field. Unlike dia­
magnetic and paramagnetic substances, quantum mechanical interactions acting 
on unpaired electrons within ferromagnetic materials force the electron magnetic 
moments (Bohr magnetons) to form long-range alignments. The magnetic mo­
ments from each Bohr magneton within such a crystal are added vectorially, and 
in some materials a crystal of only a few tens of nanometers in size wil l have 
magnetic interaction energies with the geomagnetic field greater than the back­
ground thermal energy (kT). Motion of this material in response to external 
magnetic fields can in principle account for a variety of magnetic effects at the 
cellular level, such as the opening of mechanically sensitive transmembrane ion 
channels (Figure 4; references 17 and 63) or the biophysical transducer in a cell 
specialized to detect the magnetic field (e.g., a magnetoreceptor; 17, 43). 

Β earth 

Gating 
Spring 

Belt 

Open 

Figure 4. A schematic diagram for how a magnetosome might act to open or 
close a mechanically sensitive transmembrane ion channel. A magnetosome con­
nected to an ion channel gate via a cytoskeletal filament (a "gating spring"), 
adapted from reference 88 but not drawn to scale as the magnetosome should be 
larger than shown. The geomagnetic field, &Earth, *s perpendicular to the plane 
of the membrane, whereas the extremely low frequency (ELF) magnetic field 
component, &ELJ?COS (cat), is parallel to it (17). 
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At present, 12 iron minerals have been identified in organisms (64) al­
though only three of these have been found so far as biochemical precipitates in 
vertebrates. These three are ferrihydrite (5Fe 203-9H 20), which is the mineral in 
the core of the ferritin molecule, normally the chemical precursor of magnetite, 
and the substance often referred to in the medical literature as hemosiderin; goe-
thite ( F e 2 0 3 » H 2 0 ) ; and magnetite (Fe304). Of these materials, ferrihydrite is 
paramagnetic above 240 Κ and goethite is antiferromagnetic, whereas magnetite 
has a variety of ferromagnetism termed "ferrimagnetism". These magnetic prop­
erties make magnetite interact over 106 times more strongly with external mag­
netic fields than does any other biological material. Magnetite crystals are per­
manently and spontaneously magnetized bar magnets, which cannot be 
demagnetized under physiological conditions. 

In 1962 Heinz Lowenstam (65) first discovered that magnetite was the 
major mineral in the teeth of a primitive marine mollusk (the chitons, class 
Polyplacophora, Figure 5). Magnetite crystals in chiton teeth range from super­
paramagnetic to multidomain in size, implying that they have not been selected 
for on the basis of their magnetic properties. The chitons clearly use magnetite 
because it is much harder than any other biogenic mineral, not because it is 
magnetic. In contrast, all of the magnetite crystals that have been found subse­
quently in other living organisms are single domains, suggesting that the mag­
netic properties of these crystals have important biological functions. Numerous 
studies earlier in the 1980s revealed that virtually every group of vertebrates 
possessed anomalously high concentrations of magnetite in tissues in the vicinity 
of the ethmoid sinus (4). 

A n impressive variety of organisms are now known to biomineralize 
magnetite, including insects (66), birds (67), bacteria (68), fish (69), protozoans 
(12), and more recently humans (70). This list includes representatives of three 
of the five kingdoms of living organisms (bacteria, protists, and animals) and all 
five classes of vertebrates (fish, amphibians, reptiles, birds, and mammals). Only 
fungi and higher plants are not yet known to make it. Work by our group and 
others during the past decade has also shown (e.g., 14, 71) that magnetite crys­
tals formed by the magnetotactic bacteria are preserved in oceanic sediments as 
magnetofossils. By extracting magnetofossils from older and older sediments, 
we now know that the magnetotactic bacteria evolved at least by two billion 
years ago, about the same time as the appearance of the first eukaryotic cells. 
Hence, as shown on Figure 6, the biochemistry of magnetite formation quite 
possibly evolved only once in the magnetotactic bacteria, and all other groups 
inherited it from them. Magnetite biomineralization appears to be a common trait 
among most living organisms. 

A l l of the magnetotactic bacteria when examined with the transmission 
electron microscope (TEM) contain chains of similarly sized magnetite or 
greigite crystals (around 30-50 nm) that span the bacterial cell (Figure 7). Under 
very high magnification (Figure 8), the crystal lattice can be imaged directly. 
The uniform fine stripes that cross the crystal are produced by successive layers 
of Fe atoms in the lattice. The high uniformity and structure of these fringe pat­
terns are typical of biologically formed crystals. At present the biochemical 
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pathways that form magnetite with such perfect, defect-free structures are un­
known. Similar biogenic magnetites are also present in higher animals. 

Largely due to the construction of a magnetically shielded clean labora­
tory at the California Institute of Technology, Kirschvink et al. (4) and Mann et 
al. (J) were able to demonstrate that the ethmoid tissues of the salmonoid fish 

Figure 5. Chiton teeth. Length of one tooth is about 0.5 mm. Dark areas are cov­
ered with a thin (~10 pm) layer of magnetite. Red areas are made of other type 
of ferrihydrite, and their composition depends on the species. (Photo by H. 
Lowenstam. Reproduced with permission of California Institute of Technology.) 
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Origin of Eukaryotes 
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Oldest Sedimentary Rocks 

Origin of Earth 

Figure 6. Evolution of magnetite biomineralization. Because biogenic magnetite 
has been discovered in three of the five kingdoms of living organisms, with a 
fossil record reaching back nearly 2 billion years, it probably shares a common 
descent in higher organisms. Presumably, the magnetotactic protists acquired 
this ability through an endosymbiotic relationship with a magnetotactic bacte­
rium, and other groups of eukaryotes inherited it from them. (Adapted from ref­
erence 14.) 

contained chains of single-domain magnetite crystals (Figure 9), identical in 
morphology to those used for magnetotactic responses in bacteria and protists. 
These magnetites were discovered using a sensitive magnetometer, based on 
Superconducting Quantum Interference Devices (SQuIDs), which were designed 
originally to measure the direction and intensity of the magnetism of rock sam­
ples for geophysical studies. We modified these techniques for finding ferro­
magnetic minerals in frozen animal tissues. From these measurements, we lo­
cated the largest concentrations of magnetite in the frontal regions of the head, 
particularly in the vicinity of the ethmoid-sphenoid sinuses (or their anatomic 
equivalents). By the fall of 1982, this pattern was demonstrated clearly in a va­
riety of fish, birds, and mammals and was shown for amphibians shortly thereaf­
ter. 

In a series of papers published between 1984 and 1988, Walker, Kirsch­
vink, and others demonstrated (4, 5, 69) that extracts from the ethmoid tissues of 
pelagic fish (tuna and salmon) continued linear chains of single-domain magnet-
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Figure 7. Transmission electron microscope photo of an unusually large magne­
totactic organism from a depth of 44 m in the Ammersee, 50 km south of Munich. 
The 15-pm-long organism has two magnetosome chains and a total of about 180 
crystals. These crystals are unusually large (170 χ 80 χ 80 nm), with magnetic-
to-thermal energy ratios in the geomagnetic field of about 6 per particle, giving 
the entire cell a ratio of 1100 (assuming both chains are magnetized in the same 
direction). Crystals near the central portion of the chains are much smaller than 
average; this size is typical of immature grains near the growing end of magne­
tosome chains in other bacteria (e.g., reference 73). This oversized organism 
may be in the initial stage of division. Scale bar is 5 pm. (Reproduced with per­
mission from reference 89. Copyright 1991 Plenum.) 

ite crystals, and the crystal shapes and structures are veiy similar to those found 
in magnetotactic bacteria. Furthermore, high-resolution T E M studies demon­
strated that the {111} crystal axes of the magnetite were aligned along the chain 
length, as they are in most magnetotactic bacteria. This configuration yields a 
slightly higher magnetic moment per gram of magnetite (e.g., 72) and is most 
easily explained as the result of natural selection for the magnetic properties, or 
as the result of new crystals growing in the strong magnetic fields at the end of a 
magnetosome chain (73). These are clearly "biological bar magnets". However, 
the ultrastructural localization of the magnetite in the tissues is not a trivial 
problem, as the maximum concentration in the ethmoidal tissues is still only a 
few parts per million, and the search for the magnetite-containing cells is not 
easy. 

Even i f we do not know the biological function of magnetite in humans, 
its presence in our tissues could have important implications for other biological 
effects of magnetic fields. Unfortunately, tissues associated with the human eth­
moid sinus are not easy to study using the SQuID magnetometers, and the mag­
netite found in them in an earlier report (74) was contamination from a band-saw 
blade (75). For this reason, we focused instead on the soft tissues of the human 
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Figure 8. TEM images of single-domain magnetite extracted from the magneto­
tactic bacterium, Aquaspirillum magnetotacticum. The scale bar is 10 nm. The 
high-resolution TEM (300-kV) image of the bacteria magnetite shows several 
sets of crystal lattice fringes (thin stripes) that correspond to three sets of fill} 
planes spaced a distance of 4.8 Â apart. (Photo by A. Kobayashi.) 
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Figure 9. a: Magnetic extract from the ethmoid tissue of sockeye salmon showing 
a chain of ~50 nm electron-dense particles associated with organic material. 
(Reproduced with permission of S. Mann), b: Lattice images of two adjacent 
magnetite crystals showing the preferential crystallographic orientation of both 
crystals such that the {111} lattice planes (4.8-Â separation) lie perpendicular to 
the chain axis. (Reproduced with permission from reference 5. Copyright 1988 
Company of Biologists Ltd.) 

brain, as this organ is the best studied tissue of any organism, both human and 
animal. Although in 1989 our initial SQuID measurements quickly demonstrated 
the presence of something ferromagnetic in the brain tissues, the absolute con­
centrations were rather minute: only a few parts per billion, much less than the 
concentrations of magnetite in the ethmoidal tissues mentioned already (Figure 
10). After several more years of hard work extending our clean-lab extraction 
techniques, we were able to view the magnetic material high-resolution T E M 
(Figure 1 la) using election diffraction (Figure 1 lb). Almost perfect lattice fringe 
patterns were present, with many of the crystal shapes very similar to the magne­
tosome of the bacteria and fish (70). These features imply that humans also have 
the process of magnetite biomineralization. Recently, Dunn et al. (76) reported 
an independent replication of the brain magnetometry work with similar results. 

Experimental Evidence for Magnetite-Based Magnetoreception. Why 
is biogenic magnetite present in such a diverse set of living things? In all organ­
isms except chitons, the particle sizes, shapes, orientation of crystal axes, and 
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Magnetic Field (mT) 

Figure 10. The curve labeled IRM (isothermal remanent magnetization) shows 
the relative magnetic moments remaining in the samples of human brain cortex 
after a brief exposure to a magnetic pulse of the indicated strength. The tendency 
of the curve to flatten at high field level is characteristic of the magnetite-
maghemite solid solution series; most other ferromagnetic iron minerals saturate 
in fields >1 T. The curve labeled AF of sIRM shows the progressive alternating-
field demagnetization of the saturation IRM, and that labeled AF of ARM shows 
the similar demagnetization of an anhysteretic remanent magnetization. The 
magnetic field value at which these two curves cross is the best measure of the 
average coercivity. The ordinate of the intersection point for noninteracting par-
tides occurs at the 50% value; a depression or shift in this position is an indica­
tion of particle clumping effects. 

their alignment in chains act to produce single magnetic domains and to maxi­
mize their total magnetic moments. These observations suggest that the magnetic 
properties of the crystals are important biologically. Evidence that magnetite is 
used by organisms to respond to magnetic fields is very strong in bacteria, algae, 
honeybees, and in two groups of vertebrates, birds and fish. 

A simple experiment first done by Kalmijn and Blakemore (77) demon­
strates that this magnetotactic response is based on ferromagnetism. Single-
domain ferromagnetic crystals, i f slightly elongate or held in a chain, can be 
magnetized in one of only two stable orientations, either parallel or antiparallel 
to their length. A strong but brief magnetic pulse can cause the direction of the 
magnetic moment to jump from one stable state to the other, reversing the polar­
ity of the crystal. A North-seeking compass would then point toward the South. 
(This principle is the same as that used to hold data on magnetic tapes and com­
puter disks.) When applied to these magnetotactic microorganisms, a magnetic 
pulse actually causes them to reverse their swimming direction permanently. We 
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Figure 11a. TEM images of representative magnetite and maghemite crystals 
from the human cerebellum. High-resolution TEM image of the maghemite 
crystal shows the pattern of intersecting {111} and {022} fringes, with particle 
elongation in the {111} lattice direction. (Photo by A. Kobayashi). 

(78) used this technique to isolate strains of magnetic bacteria with different 
particle sizes. The ability of a short magnetic pulse like this one to change be­
havior permanently is unique proof that a single-domain ferromagnetic material 
is responsible for the ability to detect the magnetic field. Similar pulse effects 
have been reported (12) on the magnetotactic algae. 
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Figure lib. The indexed selected-area electron diffraction pattern of this crystal, 
taken in the {211} zone. (A few miscellaneous spots are also present from the 
adjacent crystals seen in part a, and the faint row of spots midway between the 
bright rows are {011} and equivalent reflections that indicate the oxidation to 
maghemite) (Photo by A. Kobayashi). (Reproduced with permission from refer­
ence 70. Copyright 1992.) 
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Considerable support also exists for the hypothesis of magnetite-based 
magnetoreception in higher animals. Biogenic magnetite in honeybees is located 
primarily in the anterior dorsal abdomen (66), and small magnetized bits of wire 
glued over this location interfere with the bee's ability to learn to discriminate 
magnetic anomalies in conditioning experiments (effect 7 of Table I). Control 
bits of nonmagnetic wire, and magnetized wire placed elsewhere on the bees, do 
not interfere with the bee's ability to discriminate the magnetic cues. Hence, 
whatever the transduction mechanism, the magnetoreceptors must be in the an­
terior dorsal abdomen where the bulk of the magnetite is located. Furthermore, 
preliminary experiments with the pulse-remagnetization technique on bees 
trained to exit from a T-maze suggest that North-exiting animals can be con­
verted to South-exiting ones, in a fashion similar to that for the magnetotactic 
bacteria (41). 

In vertebrates, evidence for magnetite-based magnetoreception is slightly 
more circumstantial. As noted earlier, linear chains of magnetite crystals have 
been extracted from the vicinity of the ethmoid sinus in fish and birds, and 
nerves of the trigeminal system, parts of which ramify in the magnetite-bearing 
tissues, convey magnetic information to the brain. Unfortunately, the widespread 
existence of the axial magnetic compass ought to limit the ability to perform the 
pulse-remagnetization experiment on them. In theory, this type of experiment 
should be possible in mole rats (29a), salmon fry (21, 28), or newts (22), all of 
which display a polar compass response. However, despite the presence of the 
axial compass in birds, Wiltschko et al. (79) tried this experiment anyway and 
found a dramatic but temporary deflection in orientation. This finding implies 
that magnetite is indeed involved in the sensory system, but whether it is in the 
compass or intensity receptor is not clear. 

Optical Pumping. Theory. Optical pumping is another potential 
biophysical mechanism that might enable organisms to transduce the geomag­
netic field to the nervous system. This concept dates back to a suggestion by 
Leask (7), which was extended and developed further by Schulten (8) and 
Schulten and Windemeuth (9). The model in its more current form centers on the 
fact that chemical reactions can be influenced by two fundamentally different 
methods. The first method is to alter the energy levels of the reactants, interme­
diates, and products, and these steps are all governed by the well-known rules of 
statistical mechanics and thermodynamics. On the other hand, quantum me­
chanical constraints can also affect reactions, such as preventing two electrons 
with parallel spins from forming a bond. Such effects can easily block entire 
reaction pathways. As magnetic fields as weak as 0.1 mT can lead to significant 
hyperfine splits in orbital energy levels, the magnetic fields needed to produce 
this type of effect are much weaker (by factors of 1000) than those required to 
break the kT barrier with diamagnetic or paramagnetic effects. Numerous such 
reactions have been reported, some of which have even found commercial appli­
cation, like increasing the molecular mass of polystyrene by photopolymeriza-
tion in an applied magnetic field [reviewed by McLauchlin (80)]. 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

1

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



386 ELECTROMAGNETIC FIELDS 

As a simple example, Schulten (8) discussed a situation in which the en­
ergy from a photon could lead to the breaking of a chemical bond, forming a pair 
of energetic electrons in a singlet state. As the spins in this electron pair would 
remain antiparallel immediately after the adsorption event, the back reaction 
(reforming the original covalent bond) is still permitted. However, because the 
singlet and triplet states of the pair are not in direct contact, the exchange inter­
action is negligible. Under these conditions, perturbation energies on the order of 
10"8 kT can promote one of the spins to flip (or to evolve into one of the triplet 
states), thereby inhibiting the back reaction. This biochemical difference in sub­
sequent reaction rates could then form the base of a magnetoreceptor function. 

Experimental Evidence for Optical Pumping. Testing the optical 
pumping hypothesis is not such a simple matter, mainly because apparently no 
equivalent of the pulse remagnetization experiment, like that discussed earlier 
for the magnetite system, exists that could uniquely isolate optical pumping as 
the mechanism. However, the evidence presented so far is suggestive. First, an 
optically pumped system should yield an inclination compass, as has been ob­
served in many groups of vertebrates. Second, using electrophysiological record­
ing techniques, Semm and Demaine (81) found cells in the retina of pigeons that 
fired in response to magnetic stimuli. Third, behavioral studies in newts, migra­
tory birds, and fruit flies (18, 82, 83) demonstrate that light of wavelengths that 
correspond to different receptor pigments has a strong influence on the compass 
orientation response, often shifting the mean orientation directions dramatically 
or abolishing the response completely. 

On the other hand, the visual system exerts an extraordinary influence on 
many aspects of animal behavior, and all of the reports published to date could 
be explained by the interaction of the visual system with a separate magnetic 
sense. Similarly, the Semm and Demaine (81) preparations were done in vivo, 
and the vertebrate retina is known to receive inputs from elsewhere in the nerv­
ous system. Hence, the magnetic signals could have come from magnetorecep-
tors elsewhere in the bird, or, as magnetite has also been detected in vertebrate 
retinal tissue (84% the signals could arise from an occasional magnetite-based 
cell within the eye. 

Two other problems further limit the viability of the optical pumping 
mechanism. First, it does not seem to be capable of accounting for the magneto-
intensity sense described earlier. At best it could give an organism the axial di­
rection of the field, and as such it cannot account for the polar compasses of 
honeybees, salmon fingerlings, newts, and mole rats. Second, it would have 
trouble functioning in the dark, and good evidence suggests that a broad spec­
trum of animals do not need light to perceive the magnetic field direction [e.g., 
bees (41), salmon (21), beetles (85), mollusks (19), turtles (86), and mole rats 
(29a)]. A chemically based "dark" reaction probably could not supply the ener­
getic electrons necessary for this process to operate, as the chemical reactions 
needed for this process require access to molecular oxygen (87). Oxygen and 
highly toxic compounds are usually sequestered within the mitochondria, far 
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away from the ordered membranes where the photopigments reside. Such a dark 
reaction should also produce an obvious side effect, as some of the electrons that 
were pumped up to higher energy levels would have the chance to decay sponta­
neously to their ground state, emitting visible photons in the process. Biolumi­
nescence of this sort has not been reported in any vertebrate eye. 

Discussion: Electromagnetic Field Effects, Biogenic Magnetite, 
and Magnetoreception 
The preceding discussion indicates that the subject of magnetic field sensitivity 
(e.g., magnetoreception) in terrestrial organisms has evolved over the past two 
decades from a set of "fringe science" observations to one of serious scientific 
pursuit, and it now includes a body of highly reproducible effects. A variety of 
exciting and innovative experiments ranging from the behavioral, ultrastructural, 
and neurophysiological sciences have narrowed the range of potential transduc­
tion mechanisms, weeding them down to two major contenders: magnetite and 
optical pumping. In terms of the biological effects of environmental electromag­
netic fields (EMFs), no other area of investigation appears to have such a solid 
foundation. For this reason, the biophysics of magnetoreception ought to be used 
as a starting point in any analysis of potential mechanisms for any reported bio-
magnetic effect, whether in whole animals or cells grown in tissue cultures. In 
particular, the discovery that magnetite biomineralization occurs in human tis­
sues, even in structures that have no conceivable sensory role, argues that ferro­
magnetic bases for many deleterious E M F effects should be considered. This 
mechanism certainly raises far fewer objections about the thermal noise problem 
than virtually any other proposal. 

Even though we as yet do not understand the function for all of the bio­
genic magnetite found in tissues, its mere presence has interesting implications 
for at least two areas of biomedical research. These include aspects of magnetic 
resonance imaging (MRI) and the possible health risks associated with low-
frequency magnetic fields. M R I is one of the fastest growing fields in medical 
diagnosis. How and why the images show contrast between tissue types is a 
major field of investigation, but all M R I biophysical analyses so far have not 
considered the effect of biogenic magnetite. However, because a major compo­
nent of the contrast is a function of the square of local magnetic field perturba­
tion in a tissue, a simple calculation shows that the trace amounts of magnetite 
should play a significant role in providing this contrast. 

Unfortunately, all past biophysical assessments of possible health effects 
from exposure to magnetic fields have assumed that human tissues did not con­
tain ferromagnetic materials. In MRI , for example, the strong magnetic fields 
(which wil l soon reach up to ~5 Τ in clinical instruments) are often said to be too 
weak to break chemical bonds in diamagnetic or paramagnetic materials, and 
hence they cannot produce permanent physiological effects. This statement is 
completely untrue for a magnetosome, however, as its potential energy in an 
M R I instrument is over 1000 times the strength of the carbon-carbon bond en-
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ergy and nearly 10,000 times more than hydrogen bonds. The million or so mag-
netosomes present per gram of brain tissue wil l rotate into alignment as a patient 
is inserted into the M R I instrument, and this rotation does have at least the po­
tential to do cellular damage. (Translational forces due to the magnetic gradients 
are negligible.) On the other hand, most biological membranes act like flexible 
structures when they are deformed slowly, with time constants of about 10 Hz. 
Because strong magnetic fields of the sort used in MRI instruments act at very 
low frequencies, no permanent damage should result. Evidence suggests that 
they are certainly much safer than imaging techniques based on X-rays, which 
are known to initiate cancer. 

At frequencies above about 10 Hz, however, biological membranes and 
other structures tend to behave in a more rigid, brittle fashion, and ultrastructural 
damage and other biological effects may be possible. Figure 4 shows a simple 
biophysical model of a magnetosome floating in the cytoplasm of a cell and 
connected to an ion channel; this model can be used to predict what frequencies 
and field strengths are necessary to produce an effect. The simplest biological 
effect that the motion of a magnetosome might produce is the opening of an ion 
channel in a membrane. These channels control the diffusion of ions and mole­
cules into, out of, and within cells, and in turn these are fundamental regulators 
for many cellular processes. Many ion channels are also mechanically activated; 
applying enough tension to a cytoskeletal filament can cause them to open. They 
actually have little "gates" that open like trap doors to allow molecules to pass 
through. From detailed studies of these ion channels in hair-cell mechanorecep-
tors (88), we know that the little doors move through a gating distance of about 4 
n M , and the opening force needs to be about 1 pN. The energy associated with 
opening the gates, a force times a distance, is ~4 xl0~ 2 1 J, which is -kT, the 
background thermal energy. 

The problem is to determine which combinations of field strength and fre­
quency wil l move a magnetosome enough to just barely open an ion channel. 
Two factors compete to influence this motion. On the one hand, the magnetic 
force on the magnetosome produced by an external oscillating magnetic field is 
trying to force the crystal to twist back and forth like a torsional pendulum. Re­
sisting this torque are the viscous drag of the cytoplasm and the restoring torque 
of the static geomagnetic field. The resulting motion of the magnetosome and 
the attached ion channel is given by the solution of a fairly simple but nonlinear 
differential equation. These results show that we need 50- or 60-Hz oscillating 
magnetic fields of about 100 μΤ to contribute ~1 kTof energy to an ion channel 
from an individual magnetosome. 

How does this result scale in biological systems, and how can we compare 
it to the alternating magnetic fields found in a modern, industrialized society? 
Two factors are important. First, the energy in a system responding to the mag­
netic field generally increases as the square of the field strength, that is, ΔΕ-Β1, 
where ΔΕ is the energy change and Β is the magnetic field strength. Second, the 
relative biological effect generally follows an Einstein-Boltzmann relationship, 
or ~exp(AE/kT). Hence, i f we double the threshold field in our magnetosome 
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model, the energy AE increases by a factor of 4 and the biological effect in­
creases by é or by a factor of -54. Similarly, for fields below the threshold, the 
relative energy quickly falls below thermal noise, and magnetic effects wil l be 
difficult to detect (unless some special form of signal averaging occurs). 

We can now compare this threshold level for biological effects with the 
measured extremely low frequency (ELF) EMFs produced by man-made objects 
in our environment, as summarized in Figure 12. Most of the magnetic fields 
produced by electrical power transmission and distribution lines are much 
weaker than the threshold levels discussed already, unless one approaches very 
close to them. On the other hand, electrical appliances like hair dryers, electric 
razors, and electric blankets do expose parts of our anatomy like our hands, fin­
gers, and skin to alternating fields well above these thresholds. A 1-mT, 60-Hz 
magnetic field, for example, can give enough energy to a magnetosome to break 
covalent bonds (-100 kT). Because of the small size of most household appli­
ances and the rapid decay of the field strength with distance, the actual volume 
of tissues that are exposed to these strong fields is usually quite small. 

This discussion leads naturally to the important question of whether alter­
nating magnetic fields actually produce harmful effects such as cancer in hu-

Figure 12. Magnetic field exposure depending on the distance and type of 
equipment. 
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mans; this topic is now extremely controversial in the United States and Europe. 
The assessment of medical risk generally falls into two major categories of re­
search, including animal experimentation and epidemiology. Although numerous 
studies of magnetic fields on mice and other laboratory animals have been done 
in the past 200 years, surprisingly little research has been done using continuous 
magnetic exposure systems on large numbers of animals to assess the effect on 
rare diseases. These studies are expensive, particularly when experimental con­
trols are done properly. Several epidemiological studies have implicated slight 
increases of diseases such as childhood leukemia and brain tumors with electro­
magnetic exposure, but the underlying mechanisms are unknown, and the results 
need to be confirmed by replication. However, as a precautionary measure all 
electric blankets now sold in the United States have been designed to minimize 
external fields, and magnetic shielding materials are being incorporated into 
many electrical appliances. New power lines are being routed away from popu­
lated areas or buried in shielded cables. In 1992, the U.S. Congress authorized 
the National Institutes of Health and the Department of Energy to spend $65 
million for research on magnetically related health effects over a 5-year period. 
We hope this new work will help us to understand the basic biophysical mecha­
nisms through which magnetic fields interact with life at the cellular level. 
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Magnetokinetic Effects on Radical Pairs: 
A Paradigm for Magnetic Field 
Interactions with Biological Systems 
at Lower Than Thermal Energy 

Jan Walleczek 

Bioelectromagnetics Laboratory, Department of Radiation Oncology, 
Medical Center-A038, Stanford University, Stanford, CA 94305-5124 

A common assumption is that any primary electromagnetic interac­
tion with a biological system must at a minimum overcome the sys­
tem's mean thermal energy, kT, per degree of freedom to be biologi­
cally effective. Applied magnetic field (MF) modulation of coherent 
quantum mechanical processes such as electron-spin motion in "in­
-cage" radical pairs, however, represents a well-defined mechanism, 
termed the radical pair mechanism (RPM), that makes sub-kT bio­
logical MF effects (magnetic flux density B = 20-2000 μΤ) physically 
feasible. A two-stage model of RPM-mediated MF coupling to bio­
logical signal transduction-amplification pathways is presented. 
Special conditions are proposed that would allow for nonlinear, 
resonance-like intensity or extremely low frequency (ELF)-dependent 
MF bioeffects. This chapter further reviews (I) the physicochemical 
principles that underlie the RPM, (2) the evidence for RPM-mediated 
MF effects on biochemical in vitro reactions (biomagnetochemistry), 
(3) potential biomolecular targets (e.g., reactions involving NO•, 
Ο2

•-, •ΟΗ, or transition-metal ions) of the primary physical MF in­
teraction in cells, and (4) secondary biological mechanisms such as 
Ca2+ and redox signaling. 

0065-2393/95/0250-0395$13.50/0 
©1995 American Chemical Society 
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WEAK MAGNETIC FIELDS (MFs) ranging from a few hundred microteslas to 
several milliteslas may modulate the rates of chemical reactions that in­

volve transient free-radical states. This modulation has been demonstrated un­
ambiguously in numerous experiments over the past 20 years (for reviews, see 
references 1-5). The application of static or time-varying MFs as a method for 
probing the existence as well as elucidating the reaction kinetics of radical in­
termediates has proven successful, for example, in bacterial and plant photosyn-
thetic reaction centers, photo-induced electron-transfer processes, reaction path­
ways during the formation of organic radicals, and most recently in biochemical 
in vitro studies other than on photosynthesis. Importantly, mathematical models 
to describe magnetochemical effects on transient radical pairs (RPs) or biradicals 
have been developed (for reviews, see references 2-4). They predict the effec­
tiveness of magnetic interactions with electron-spin dynamics in spin-correlated 
RPs; these interactions magnetically alter the chemical reactivity of the RP 
members with each other and involve magnetic interaction energies that are or­
ders of magnitude lower than the energy of the reaction systems' background 
thermal noise, kT. For some organic chemical reactions, the quantitative predic­
tions of the models have been experimentally confirmed (e.g., reference 6). 

Nearly 20 years ago, the question of title possible significance of magneto-
chemical concepts in understanding the physical basis of M F interactions with 
living systems had already been raised (2, 7, 8). In 1976, Buchachenko (7) re­
viewed the then-known interaction mechanisms of MFs with chemical reactions 
and pointed out the possible importance of the radical pair mechanism (RPM) as 
an explanation of M F effects on "biochemical reactions involving species having 
unpaired electrons (e.g., processes involving the transfer of electrons along the 
chain of cytochromes and the associated reactions of oxidative phosphorylation, 
many enzymic reactions, the oxidation of nonheme iron by oxygen, [and] certain 
stages of photosynthesis)" (7). Recently, in light of the continued absence of a 
realistic biophysical model for describing M F effects, we (9-12) and others (e.g., 
13-15) again proposed a role for the R P M in biological M F interactions. For 
example, McLauchlan (13) pointed to the importance of the R P M in general 
terms, whereas we (9) suggested the possibility that the R P M , specifically in 
conjunction with nonlinear dynamic principles, might provide a biophysical ba­
sis for biological M F interactions. As one specific application we proposed a 
possible role for the R P M in the induction of M F effects on lymphocyte prolif­
eration and cellular C a 2 + homeostasis via MF-dependent perturbations in the 
cellular redox state (10,12). 

The purpose of this chapter is to show that the possibility of direct mag­
netic interactions, in accord with the R P M , with cells, tissues, or the intact or­
ganism cannot be neglected a priori in the construction of any complete bio­
physical M F interaction model. This chapter specifically deals with 
(bio)magnetochemical effects from the application of static and extremely low 
frequency (ELF) time-varying MFs. Field effects from higher-frequency elec­
tromagnetic fields (EMFs) wil l not be considered. For clarification, the concept 
of "magnetochemical effects", as used in this text, refers to "magnetokinetic 
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22. WALLECZEK Magnetokinetic Effects on Radical Pairs 397 

effects on radical pairs". The term "biomagnetochemistry" is introduced in anal­
ogy to the use of the term "bioeleetrochemistry". The discipline of bioelectro-
chemistry is concerned with the application of electrochemical principles to 
biological problems, whereas the emerging field of biomagnetochemistry ex­
plores the possible role of magnetochemical concepts in biological function and 
regulation. 

Thermodynamic Considerations 
A major barrier toward acceptance by the general scientific community of the 
existence of biological E M F effects involving weak energy interactions is the 
apparent lack of a physically plausible mechanism (16). A number of theoretical 
studies estimated the minimum electric field intensities to influence a biological 
cell (16-20). Common to these calculations, based on purely electrical interac­
tions, is that, at a minimum, mean thermal noise, kT, sets a fundamental physical 
constraint for processes in thermal equilibrium. It is therefore of interest to con­
sider the possibility of direct magnetic effects on coherent electron-spin motion 
in transient RPs during biological free-radical generation, which can occur when 
the involved interaction energies are below kT. Furthermore, in weak, static, and 
E L F electric fields, the coupling site of the fields is limited to the outer surface 
of the cell membrane; the cell's interior is electrically isolated from externally 
applied electric fields. In contrast, the cell membrane does not present a barrier 
to MFs. Applied MFs pervade the whole cell and allow bioactive M F interac­
tions within the cytoplasmic space and the cell nucleus, in addition to interac­
tions at the plasma membrane level. 

Several hypotheses have been put forward on the basis of direct M F inter­
actions for explaining the results from bioelectromagnetics experiments. These 
hypotheses include models based on concepts such as cyclotron resonance (21), 
Zeeman interactions at ion-binding sites (22, 23% or what has been termed the 
"Larmor effect" (24). Another notable M F coupling mechanism evolved from 
the finding of biogenic magnetite in mammalian tissues (25). Kirschvink and co­
workers (see chapter in this book and reference 25) suggested a model in which 
the torque induced by an M F on magnetite coupled to a membrane ion channel 
might alter channel activity. In summary, although some of the suggested 
mechanisms have been criticized on theoretical grounds, others, although theo­
retically promising, still lack convincing experimental confirmation at the cell 
biochemical level. 

Magnetic-Field- vs. Electric-Field-Induced Cellular Field Effects 

This chapter considers the possibility that the magnetic field vector may be the 
cause of some bioelectromagnetic effects. This proposition is not meant to imply 
that the electric field vector is unimportant in mediating bioelectromagnetic in­
teractions. It remains an open question, however, whether electric fields induced 
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from the application of time-varying MFs to biological tissues (1) are fully suf­
ficient to explain a field effect, (2) are biologically ineffective, or (3) might act 
in concert with the magnetic force to induce biological responses. The consid­
eration of the M F as the active agent is of special significance for M F exposure 
experiments with single-cell suspensions and very weak induced electric fields 
(E < 10 mV/m). In such cases, the proposed electrical coupling over cell as­
semblies, through gap junctions to enhance the collective cellular electric field 
sensitivity (as discussed in reference 18), cannot be assumed. For example, my 
work (unpublished data) with suspension cultures of human leukemic Jurkat T-
cells (radius of cell « 5 μπι) has demonstrated that cellular C a 2 + homeostasis can 
be significantly affected during a single, 120-s exposure to a 2-mT, 60-Hz sinu­
soidal M F with a maximum induced electric field of only 1.8 mV/m. None of the 
current approaches based on electrical interactions (16-20) could account for 
these effects for thermodynamic reasons. Still, the possibility cannot be excluded 
that future research will find that bioactive interactions of single T-cells, even 
with very weak electric fields (<2 mV/m), are feasible. Such interactions might 
theoretically be possible because of the potential nonlinear dynamic behavior of 
an as-yet-unknown interaction mechanism (e.g., 9, 10, 26). Pending the avail­
ability of further information, it is reasonable to assume that the particular type 
of field interaction (electrical, magnetic, or possibly a joint electric and magnetic 
action) depends on the specific EMF-exposed biological system and the expo­
sure circumstances. 

The Concept of Nonthermality in Bioelectromagnetic 
Experiments 
The term "nonthermal" as used in the bioelectromagnetics literature has often 
been applied within different contexts. One frequently used definition of 
"nonthermality" is consistent with the absence of any detectable macroscopic 
heating. In other words, the global temperature rise in the biological sample due 
to the field influence is generally assumed to be <0.001 °C (i.e., such a small 
temperature rise is commonly assumed to be biologically insignificant). The 
second use is related to fundamental thermodynamic considerations. Here, the 
notion of nonthermality is that the energy deposition of the E M F in the exposed 
biological sample is <kT, the mean thermal energy per degree of freedom within 
the sample at the experimental temperature, where k is the Boltzmann constant 
and Τ is the absolute temperature. Nonthermality as used in this chapter is in 
accordance with the second, more stringent definition (i.e., energy deposition < 
kT). 

Geomagnetic Flux Densities and the Radical Pair Mechanism 
Can the R P M be relevant for describing chemical and biochemical effects from 
very weak M F intensities, such as the Earth's field (magnetic flux density Β « 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

2

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



22. WALLECZEK Magnetokinetic Effects on Radical Pairs 399 

20-70 μΤ)? This question has already been addressed in a few theoretical studies 
that demonstrate that, in principle, such interactions are indeed physically pos­
sible. For example, Brocklehurst (27), on the basis of predictions from RP the­
ory, concluded that "even very low fields, smaller than 1 G, such as the Earth's, 
can produce effects at ['in cage' RP life] times of 100 ns to 1 ps". As wil l be 
discussed, RP lifetimes on this order may occur under certain circumstances. 

Schulten and co-workers (8, 28, 29) theoretically explored the R P M as a 
physical basis for a biomagnetic sensory mechanism that would allow organisms 
to detect the presence as well as the orientation of the Earth's M F . In this effort 
they calculated that effective interactions between geomagnetic flux densities 
and spin-correlated RPs (e.g., generated by biological electron transfer pro­
cesses) are theoretically feasible. With regard to the results on the effects of M F 
orientation they predicted that " i f a biradical reaction is spin-dependent and 
slow, i.e., the reaction rate is about 1 μβ or slower, then external fields somewhat 
lower than 1 G can induce a significant orientational dependence" (29). With 
respect to lower M F detection limits of RPM-mediated (bio)chemical effects, 
they pointed out "that electron transfer processes which are ubiquitous in the 
metabolic pathways of biological cells can be influenced by magnetic fields of 
10 G. However, there is no reason why fields as weak as the geomagnetic field 
of about 0.5 G should not also affect such transfer processes" (8). Recent ex­
perimental results showing presumably RPM-mediated effects on chemical or 
biochemical in vitro reactions from M F exposures as weak as Β « 1-5 G (100-
500 μΤ) wil l be discussed in later sections. 

A Two-Stage Model of Magnetic Field Coupling to Biological 
Systems 

A simple scheme of the proposed temporal sequence of events during bioactive, 
direct M F coupling to cellular systems is shown in Figure 1. As illustrated in 
Figure 1, a distinction is made between primary physical interaction mechanisms 
and secondary biological mechanisms (12). The primary mechanism must ex­
plain how the effective field coupling is accomplished, at the microscopic level, 

PRIMARY PHYSICAL 

INTERACTION 

SECONDARY BIOLOGICAL 

CHANGE 

TIME-VARYING / STATIC 

MAGNETIC FIELD 

CELLULAR 

RADICAL PAIR 

RECOMBINATION 

STEP 

ALTERATION OF 

CELL SIGNALING CELLULAR EFFECT 

Figure 1. Proposed temporal sequence of events during magnetic field coupling 
to cellular systems via the radical pair mechanism. See text for details. 
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to an initial molecular "target" in the presence of thermodynamic noise. The 
secondary mechanism(s) must explain how the primary field coupling to the 
target is translated via biochemical steps (e.g., signal transduction-amplification 
pathways) to a response detectable at the macroscopic biological level. 

In the model presented herein the primary physical interaction of a static 
or E L F time-varying M F is through its influence on magnetically sensitive cellu­
lar RPs or biradical recombination events. During this initial coupling step the 
external M F interferes with cell biochemical events, which specifically must 
involve free-radical intermediate states, for example, the formation of transient 
RPs or biradicals. As discussed later, thermodynamic laws are not violated by 
this type of field coupling, even though the involved interaction energies are 
<kT, because only the kinetics of a radical-mediated (bio)chemical reaction are 
affected, not its thermodynamics, hence the term "magnetokinetics" (e.g., refer­
ence 4). Consequently, the nature of the reaction product is not magnetically 
influenced; only the reaction rate is. If, however, the rate of a reaction was al­
tered by an M F that was part of, or interacting with, a cellular signal transduc­
tion and amplification chain, even small rate changes might be translated into 
biologically significant secondary changes. 

One candidate that we currently explore is the tight regulation of cellular 
C a 2 + homeostasis because evidence exists that free-radical-mediated changes in 
the cellular redox state may modulate C a 2 + fluxes (12). In particular, the recog­
nition that intracellularly generated active oxygen species (30) and the nitric 
oxide radical (37) may act as messengers in cell signaling is highly significant in 
this context (for details and additional references, see later sections). Further­
more, multiple cellular targets might be affected simultaneously and thus give 
rise to complex interaction behaviors. Finally, RPM-mediated secondary bio­
logical effects may lead to cellular effects, such as on cell proliferation, differ­
entiation, motility, secretion, carcinogenesis, and cytotoxic activity, which in 
turn may powerfully affect the physiology of an MF-exposed organism. 

For this proposal key concepts of the physicochemistry of the M F interac­
tion with spin-correlated RPs or biradicals are first outlined, and the available 
evidence for RPM-mediated M F effects on biochemical and related in vitro re­
actions is summarized. Then, selected cell functions that involve the generation 
of radical intermediates and therefore might potentially serve as cellular M F 
interaction targets are described. Finally, specific recommendations for future 
studies are given, the significance of the model for understanding potential ad­
verse health effects is briefly discussed, and conclusions are drawn. 

The Radical Pair Mechanism 
Numerous reviews have been written on the R P M [for their listing up to the year 
1988, see the review by Steiner and Ulrich (4)]. This literature demonstrates that 
(1) the existence of M F effects on chemical reactions is unquestionable on the 
basis of the experimental record, and (2) classical and quantum mechanical R P M 
models have been firmly established. In this chapter selected physicochemical 
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concepts that are critical to understanding the R P M are described and are illus­
trated by experimental examples when appropriate. This introduction to the 
R P M is written primarily for the reader with a biological background. The more 
physically oriented scientist, who is already familiar with the R P M , wil l proba­
bly find most informative the later sections, which suggest possible biomolecular 
targets of the primary field interaction and secondary biological mechanisms. 

Radicals and Electron-Spin Effects on Chemical Reactivity 

A radical is any atom or molecule with one or more unpaired electrons. Radicals 
can either be charged or neutral species, and they have, because of the magnetic 
moment of the unpaired electron spin, paramagnetic properties (i.e., radical spe­
cies are slightly attracted to an MF) . Radical species are often highly reactive, 
and an appreciation of the role of the electron spin in determining chemical re­
activity is fundamental to understanding (bio)magnetochemical effects. Briefly, 
the respective reactivity of molecules is normally determined by the spin state 
of their outer-shell electrons, which means that chemical reactivity is spin-
selective. Under certain conditions, electron-spin states can be modified by in­
teractions with external MFs; these interactions change the molecule's subse­
quent reactivity. The concept of magnetic interactions with the electron spin is 
central to understanding the R P M . In the following sections, the specific phys-
icochemical requirements wil l be summarized that make possible the interac­
tions between applied weak MFs, static or time-varying, and electron spins that 
lead to M F effects on chemical and biochemical reaction kinetics. 

Spin-Correlated Radical Pairs and Radical Pair Recombination 

Radicals are formed as reaction intermediates in many (bio)chemical transfor­
mations. In general, radical molecules are created via homolytic cleavage of a 
precursor molecule. Diffusion, then, causes the cleavage products (i.e., the two 
members of the RP) to physically separate. Nevertheless, as a consequence of 
the principle of the conservation of spin angular momentum, the spins of the RP 
members initially remain correlated. To describe this special kind of reaction 
intermediate, the concept of the spin-correlated RP was first introduced by Kap-
tein and Osterhoff (32, 33) and Closs (34). 

Immediately after its formation the spin-correlated RP is either singlet- or 
triplet-correlated depending on the ground state of the precursor molecule or the 
cleavage conditions. A spin-correlated RP at this stage is also called a geminate 
RP. The dissociation of a precursor molecule in the singlet ground state gener­
ates an RP whose spins initially are singlet-correlated (i.e., the electron spins 
have an antiparallel orientation relative to each other; S = 0). Correspondingly, 
for example, splitting of an excited triplet molecule leads to the formation of a 
pair of radicals with triplet-correlated spins immediately after pair formation 
(i.e., electron-spin orientation is parallel; S = 1). Whereas RP recombination 
is normally spin-forbidden in triplet-correlated RP members, in the singlet-
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correlated RP a pair reencounter attributable to the antiparallel spin orientation 
of the RP's electrons can lead to the immediate re-formation of the precursor 
molecule. This step is known as the geminate reaction. A n initially triplet-
correlated RP, however, may still recombine i f the relative orientation of the 
involved spins evolves to a singlet-correlated state before the reencounter prob­
ability is negligible. Conversely, spin evolution in an initially singlet-correlated 
RP may prevent RP recombination i f the electron spins on the pair members 
evolve into the triplet configuration. The evolution of singlet (S) into triplet (T) 
states, and vice versa, both in the absence or presence of external MFs, depends 
on spin interactions with intramolecular magnetic fields, and this process is de­
scribed as S-T intersystem crossing (ISC). The modulation by an external M F of 
S-T ISC rates is fundamental to understanding the physical basis of RP-
mediated M F effects. 

Singlet-Triplet Intersystem Crossing 
As stated, S-T ISC is the result of the interconversion of pure singlet and triplet 
spin states subsequent to RP formation. Spin conversion results from the fact 
that the magnetic moments of the spins of each of the odd electrons associated 
with the RP members experience different local MFs. The effective local MFs 
are defined primarily by interactions of the electron spins with (1) the M F asso­
ciated with the orbital motion of the electron itself (spin-orbit coupling, SOC), 
(2) the magnetic moments associated with nuclear spins (hyperfine coupling, 
HFC), and (3) an external M F (Zeeman interaction). In principle, any of these 
interactions, or a combination of them, can lead to S-T interconversion among 
the members of a spin-correlated RP. Although SOC is a key mechanism by 
which S-T ISC may occur in organic molecules (especially those containing 
transition metal ions), this chapter emphasizes more external M F modulation of 
the HFC interaction. The reason is that the applied M F intensities required to 
influence HFC-induced ISC rates are typically much smaller than the lowest 
external MFs needed to modulate SOC-dependent ISC, such as in the triplet 
mechanism or the Ag mechanism (where Ag is the difference between g-values 
of radical-pair members), which wil l be briefly discussed later (for details, see 
references 2-4). 

Hyperfine Coupling and Zeeman Interactions. Probably most 
relevant for understanding weak magnetic interactions in RPs is the HFC 
mechanism because for most reaction systems, the action of weak external MFs 
(millitesla intensities and less) on RP kinetics is primarily through modulation of 
the nuclear-electronic hyperfine interaction. Historically, the basic concepts 
describing the HFC mechanism come from the RP theory of chemically induced 
dynamic nuclear polarization (CIDNP; e.g. 32, 33). HFC describes interactions 
of magnetic moments associated with the nuclear spins and the electron spin, 
individually. The magnitude of the hyperfine interaction is given by the HFC 
constant, a, commonly expressed in units of gauss (1 G = 10"4 Τ). The HFC 
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constant for free radicals in solution is available from electron-spin resonance 
measurements. For RPs for which the recombination kinetics are primarily con­
trolled by hyperfine interactions, an external M F of a magnitude comparable to 
or even less than the intramolecular hyperfine fields may influence RP recombi­
nation kinetics. 

HFC constants for small organic compounds are on the order of 1-100 G 
(2). Normally, however, hyperfine interactions are suppressed by the magnitude 
of the electron-exchange interaction, JT. JT depends on the overlap of the electron 
state functions of the RP. For example, close RP reaction partners have a com­
paratively high JT value, for example, 1 eV at close distances. However, weak 
hyperfine interactions can lead to S-T ISC only i f JT is less than the hyperfine 
interaction energy, which is typically 10~* to 10~7 eV. This requirement is met 
after pair creation, when the RP members diffuse away from each other and 
therefore JT falls off rapidly. At this point hyperfine interactions become signifi­
cant. While RP separation allows hyperfine interactions to occur, at the same 
time the RP members must remain close enough and not diffuse away too 
quickly to keep the RP reencounter probability significant. Thus, the applied M F 
effect on RP recombination arises from the competition between MF-dependent 
ISC and field-independent diffusion (5). 

Generally, external M F modulation of the hyperfine interaction wil l de­
crease S-T ISC rates. This decrease is a consequence of the Zeeman splitting 
effect, in which the applied M F (Β > HFC) removes the degeneracies between 
the triplet sublevels T_i, T + b and T 0 (see Figure 2). At some M F strength, the 
triplet RP states T ± 1 become fully decoupled from T 0 and S; thus, only S-T 0 ISC 
remains probable, as illustrated in Figure 2. A n overall decrease in the S-T ISC 

Figure 2. Diagram illustrating the energy variation of the radical pair (RP) 
electron-spin states with increasing magnetic flux densities (B). Spatial separa­
tion of the radical pair members is shown to be constant as indicated by the 
constant value of the electron exchange energy (21). At Β = 0, the energies of the 
three sublevels (T0, T+I, and T-j) of the triplet RP are equal. Increases in Β re­
move the sublevel degeneracies, which eventually shuts down the S-T+i and 
S-r_i interconversion channels. 
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rate is the result. For an RP generated in the singlet-correlated configuration, this 
result means that the RP recombination yield is increased upon application of an 
M F . Conversely, the respective recombination yield is decreased for a triplet-
correlated RP because only T 0 - S ISC remains a possibility, not, however, ISC 
via the T_i-S or T+i-S ISC channels. Another phenomenon associated with M F -
induced triplet sublevel splitting is the crossing of T_i and S energy levels; this 
crossing may occur only within a narrow M F intensity range; below or above 
that range, S and T_i levels remain decoupled (compare with Figure 2). In this 
special case, the rate of S-T ISC increases at a certain external M F intensity as a 
result of T_i-S level crossing, and field effects in the opposite direction may be 
observed (2). Biphasic M F effects may be observed by changing Β from lower to 
higher intensities, most likely as a consequence of T_i-S level crossing. A n ex­
perimental confirmation of this predicted effect was reported, for example, by 
Hamilton et al. (35, 36). 

One of the first experimental demonstrations combined with a quantitative 
theoretical description of the external M F modulation of RP kinetics in solution, 
in accord with the HFC mechanism, was given by Schulten et al. (37) and 
Werner et al. (38). These authors found that in the pyrene-3,5-dimethoxy-AT,iV-
dimethylaniline ( D M D M A ) system in polar solvents, the triplet product yield 
could be decreased by a few percent as a result of an exposure to M F intensities 
as low as 1-2 mT. Since then the pyrene-DMDMA and related systems have 
been used in various studies that confirmed and greatly expanded the original 
results (6, 35, 36, 39, 40). Importantly, in a systematic study, Weller and co­
workers (6) arrived at a mathematical model that correctly predicted the applied 
M F magnitude needed to cause half-saturation of the experimentally observed 
M F effect, termed Bv„ on the basis of the calculated HF interaction energies of 
the respective RPs. 

Besides the availability of a theoretical description of the M F effects on 
the model RP reaction, another issue of great interest within the context of this 
chapter is that of the lowest effective M F intensity. With a high-resolution de­
tection technique, McLaueWan's group (35, 36) was able to resolve the direct 
effects on the pyrene-dimethylaniline system from magnetic flux densities that 
were, at least, as low as 100 μΤ. The field effect size at Β « 100 μΤ, however, 
appeared to be on the order of less than a tenth of a percent. Nevertheless, these 
experiments show that M F intensities as weak as 100 μΤ, and possibly some­
what weaker, can measurably affect chemical reaction rates in vitro (35). 

Ag Mechanism. For substantially higher MFs (ca. >0.5-l T), mag­
netic interactions are mostly accounted for by the Ag mechanism. This mecha­
nism describes S-T ISC in an RP because of modification of the Larmor preces­
sion frequencies of the two radical electron spins upon application of an external 
M F . In weak MFs (millitesla intensities), the Ag mechanism may be operative 
only in extreme cases, for example, when the difference between the g factors of 
the RP members is large, that is, Ag is 2 or more, such as is often found in en­
zyme active sites containing transition metal ions (e.g., Fe 2 + and Co 2 + ) . In typi-
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cal, metal-free organic radicals, Ag is 100-1000 times smaller, that is, Ag « 
0.01-0.001. Generally speaking, M F effects due to the Ag mechanism have an 
opposite sign compared to effects from hyperfine interactions; that is, S-T 0 ISC 
rates are always increased upon application of an external M F . Consequently, in 
the study of the M F strength dependence of RP recombination yields, biphasic 
M F responses can be observed when the recombination kinetics are dependent 
upon both the Ag mechanism (in stronger MFs) and the HFC mechanism (in 
weaker MFs). [For an overview of the Ag mechanism, see Steiner and Ulrich 
(4)1 

The Cage Effect and Radical Pair Lifetimes 

For the singlet-correlated members of an RP to recombine, they must encounter 
each other before they are irreversibly separated by diffusion and escape as 
(free) radicals into the surrounding medium. Radical encounters are a stochastic 
phenomenon, and several mathematical models provide estimates of the RP en­
counter probability (for reviews, see, e.g., references 2-4). The notion of the 
"cage effect", that is, the influence of the medium surrounding the RP members 
such as solvent molecules, is of critical importance. The idea is that the pair 
members are prevented from freely diffusing apart by restrictions imposed by 
the cagelike environment of the surrounding medium. In the cage the probability 
that the individual spin-correlated members of an RP wil l encounter the mem­
bers from other RPs or nonradical molecules is low compared to the probability 
that they wil l encounter each other (2). 

Pair recombination can either occur at first encounter of the RP members 
or at subsequent reencounters of the same pair members, provided, of course, 
that the respective electron spins are in an overall singlet configuration. Reen-
counter events wil l drastically enhance the RP recombination probability. The 
influence of the cage effect is thus to increase the recombination probability by 
increasing the reencounter probability before the pair members diffuse away. 
The reaction product resulting from recombination in the cage is known as the 
cage product or geminate product. The free radicals that escape the cage envi­
ronment by diffusion before they can recombine (to form the cage product) en­
counter similarly escaping radicals or other molecules at random and form the 
escape product. 

The lifetime of the spin-correlated RP is prolonged by the cage effect. 
One also speaks of the cage RP lifetime, in which the lifetime is the duration 
from RP creation to escape of the RP from the cage. Typical RP lifetimes are on 
the order of 0.1-10 ns. Much longer RP lifetimes, for example, several hundred 
nanoseconds to 1 μ8, may occur in special circumstances that wil l be discussed 
later. Because external M F effects on spin-correlated RPs are induced by modu­
lation of S-T ISC within the RP lifetime in the cage, the cage RP lifetime is thus 
a critical parameter in defining the M F sensitivity of RP recombination kinetics. 
The cage RP lifetimes, which make effective interactions of weak external MFs 
with RPs feasible, may range from the nanosecond to the microsecond time 
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scale. At RP lifetimes approaching the microsecond time scale, however, spin 
relaxation events may randomize electron-spin motion in RPs (2-4). Major fac­
tors that determine the magnitude of the cage influence are (1) the density of the 
medium (i.e., viscosity) and, for RP ions with opposing charges on each of the 
pair members, (2) the Coulomb attraction and consequently the dielectric con­
stant of the reaction medium. For the purpose of illustrating these concepts, the 
qualitative effect of an externally applied M F on the recombination characteris­
tics of an initially singlet-correlated model RP is shown in Figure 3. Also, spe­
cial circumstances are described in which additional factors might further in­
crease the cage RP lifetime and, hence, increase the susceptibility of the RP 
reaction to weak M F influences. 

Micellar Supercage Effects and Interface Phenomena 

One circumstance by which the M F influence may be enhanced is exemplified 
by the so-called "micellar supercage effect" that occurs when RPs are enclosed 
in micelles (i.e., a secondary cage or "supercage"). The term "supercage" was 
coined by Turro and Weed (e.g., 41% who observed a great enhancement of the 
M F effect on RP recombination in micellar media compared to homogeneous 
media. This influence on the recombination yield is thought to stem from the fact 
that "normal" cage RP lifetimes are even further extended by containing the RPs 
in micelles. In magnetochemical studies, micellar solutions are made, for exam­
ple, by dissolving micelle-forming agents such as sodium dodecyl sulfate (SDS) 
in the reaction medium. For example, a 50-fold enhancement in cage RP lifetime 
in SDS micelles compared to aqueous solutions was observed (42% In biological 
M F exposure studies, micellelike structures containing RPs may be present in 
living cells, such as in intracellularly located lipid vesicles. Besides limiting 
diffusion in a micellar cage, there is also the possibility of magnifying the cage 
effect by restricting RP diffusion to a two-dimensional surface. Modeling has 
shown that the probability of RP reencounters is increased when diffusion is 
limited to a two-dimensional plane compared to unrestricted diffusion in three-
dimensional space (2). Membrane interfaces that might act as planar diffusion 
limits are abundant in biological cells. In the next section another geometry that 
may enhance the cage effect is discussed, namely that represented by biradical 
molecules. 

Biradical Recombination 
A biradical molecule can be formed by the breaking of a single bond; the biradi­
cal formed has properties that can be described by the interactions of its two 
unpaired electrons (43). For many purposes the biradical can be considered a 
special case of a caged or geminate RP, and the basic physical manifestations 
describing the M F dependence of both the biradical and RP reactions are identi­
cal. However, the important difference between a biradical and an RP is that the 
spin interactions in the biradical (1) are dependent upon the geometry of its mo-
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M a g n e t i c F i e ld A in c a g e R a d i c a l Pair Lifet ime • Reac t ion Product 

— M p 

->R4 -> R i ^ 

R4....RI _> R — R 

R t -» Rt 

Cage 
-> R — R 

Product 

+ M p 

->R4-> R i R i 

R i - — R * 

* R t - + R i R i 

—» R i Escaping 

Free 

—> R i Radicals 

Figure 3. Illustration of the applied magnetic field (MF) effect on radical pair 
recombination. In the absence of the MF (-), the two members (R and R) of the 
singlet-correlated RP, created by homolytic cleavage of a precursor molecule, 
Mp reencounter each other within the cage RP lifetime. Upon reencounter of the 
RP members, because of the singlet overall spin state of the two odd electrons 
associated with each of the RP members, the RP recombines via covalent bond 
re-formation before the cage influence becomes negligible. The reformed mole­
cule represents the cage (or geminate) product. In contrast, in the presence of 
the MF (+) the relative spin orientation evolves into an overall triplet configura­
tion because of external MF modulation of the intrinsic S-T0 ISC rate after pair 
creation. Upon reencounter of the two RP members, now in the overall triplet 
configuration, bond re-formation is spin-forbidden. As a result, the individual 
RP members diffuse apart again without undergoing a recombination event, and 
they escape the cage environment as "free" radicals. Subsequently, the free 
radicals react at random with each other or other molecules in the reaction envi­
ronment. The resulting species represent the escape product. The chemical na­
ture of the respective molecular species is not affected. The action of the applied 
MF is only to alter the ratio between cage and escape product yields. 

lecular configuration and (2) are also coupled to the motion of the biradical mo­
lecular chain (e.g., the hydrocarbon backbone of an organic molecule). Unlike 
paired radicals in solution, biradicals have the two unpaired electrons coupled to 
the same molecular chain, and therefore these cannot escape by diffusion. Be­
cause, as stated already, M F effects on RP recombination are diffusion-limited, 
the biradical configuration consequently may increase the magnitude of the M F 
effect. On the other hand, in short-chained biradicals in which the two radical 
centers are less distant from each other than in their long-chained counterparts, 
exchange interactions between the unpaired electrons may remain significant 
and consequently suppress MF-induced ISC. 

The behavior, however, of long-chained biradicals often resembles that of 
a regular RP. A n example that demonstrated large, biphasic M F effects on bi-
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radical decay rates in strict dependence on molecular chain length was reported 
by Wang et al. (44). These authors investigated the M F dependence of the decay 
rate of l,«-diphenyl l,w-diyl biradicals (n is the number of carbons in the biradi­
cal chain) generated by photolysis of diphenylcycloalkanones. Whereas for η = 4 
and 5 biradicals, no field effect was observed, for the η = 9, 11, and 14 mole­
cules the ISC rate first increased and then decreased as the magnetic flux density 
was increased. The maximum stimulation of the ISC rates due to the M F was at 
30 mT for η = 9, 12 mT for η = 11, and only 3 mT for η = 14 biradical mole­
cules. Thus, this result was consistent with the prediction from theory that in 
shorter-chained molecules the action of weaker MFs would be suppressed more 
easily by electron exchanges. Work by Staerk and co-workers (45) with poly-
methylene-linked radical ion pairs that were generated by photoinduced intra­
molecular electron transfer in pyrene-(CH2)M-iV;iV-dimethylaniline compounds 
also showed a definite dependence of the magnitude of the M F effect on the bi­
radical carbon chain length. For example, for one experimental condition the 
triplet yield of the η = 9 biradicals was maximum at Β = 21 mT, whereas for η = 
11 molecules a maximum enhancement effect was already reached at an eight­
fold lower flux density, namely, at 2.5 mT. Interestingly, in the latter case, when 
the flux density was raised to 4.3 mT, the field effect vanished. Further increases 
in the flux density even lead to significant reductions in the triplet yield (45). 

Random Radical-Radical Reactions 
Up to this point only M F effects on RP reactions of geminate origins, that is, on 
initially spin-correlated RPs, have been discussed. A n applied M F may, how­
ever, also affect the reactivity of nongeminate RPs that are formed from random 
collisions. As pointed out by Cozens and Scaiano (14) and Scaiano et al. (75), 
M F effects on such random interradical reactions might also be of considerable 
importance for understanding biological M F effects because such reactions also 
determine the final concentration of bioactive free radicals. Radical-radical re­
actions continuously occur in all types of cells and tissues as part of their normal 
metabolism. As described before with geminate RPs, an applied M F may change 
bioactivity by altering the concentration of free-radical species with either posi­
tive or negative consequences for the organism. Recent experiments have con­
firmed that weak MFs (B < 10 mT) can indeed have dramatic effects on random 
free-radical encounters in vitro: For example, the self-reaction rate constant of 
benzyl radicals in micellar solution was reduced by 35% with By2 at 12 mT. A 
minimum effective flux density was not reported, although their data still show 
effects at Β « 5 mT (14). (For a detailed discussion of the special reaction condi­
tions under which MFs may interfere with recombination events from random 
interradical encounters, see reference 14.) 

Magnetic Field Effects on Biochemical and Related Reactions 
In Vitro 
As described in the previous sections, the process of free-radical generation is 
under certain conditions susceptible to weak external M F influences in accor-
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22. WALLECZEK Magnetokinetic Effects on Radical Pairs 409 

dance with the R P M . Singlet- and triplet-derived RPs of geminate origins, as 
well as random, nongeminate radical-radical reactions, are sensitive to the ex­
ternal M F influence. This sensitivity has been firmly established in magneto-
chemical experiments, and some of the results have been cited in this chapter. 
On the other hand, much of cellular biochemistry also involves the creation of 
singlet- or triplet-derived RPs and random interradical reactions. Therefore, their 
respective recombination rates may also be sensitive to the M F environment. For 
example, the activity of some cellular enzymes is thought to proceed via biradi­
cal recombination steps in the solid-state matrix of the enzyme active center in­
volving transition metal ions, such as in cytochrome P-450s (46). 

Importantly, the involvement of cage radical recombination steps has been 
proposed in cytochrome P-450 activity (47) and cobalamin enzymes (48). We 
had previously proposed that transition metal enzymes, like cytochrome P-450s, 
may act as primary M F coupling sites (10). Thus, we carried out a theoretical 
simulation study of magnetic field effects on P-450s on the basis of the R P M 
and found that flux densities on the order of 1-10 mT may indeed affect P-450 
activity by a few percent (C. Eichwald, J. Walleczek, and F. Kaiser, unpublished 
data). With the exception of M F effects on photosynthetic reactions centers (for 
one example, see Table I; reference 49), only a few other experimental examples 

Table L Static Magnetic Field Effects on Biochemical and Related In Vitro Reactions 

Reaction System Bww B« Bsat Magnetic Field Effect0 Ref 
Porphyrin-viologen dyad -0.1 NR 5 50% reduction in recom­ 55 

bination rate 
Cytochrome c-oxidase 0.3 NR NR 35% increase in redox 54 

activity 
Potassium ferricyanide -0.5 1.5 10 increase in luminescence 57 

luminol oxidation yield 
Hemin-H202 oxidation of -0.5 3.0 12 increase in luminescence 5 

luminol yield 
Vitamin B ï 2 cofactor -5 NR 50 25% reduction in rate of 51 

methyl(Cora)cobalamin photolysis 
Bacterial photosynthetic -5 7.5 60 5.5% increase in fluores­ 49 

reaction center cence yield 
Cytochrome c-oxidase 8-10* NR NR 40% increase in redox 54 

activity 
Vitamin Ε phenoxyl- -10 -40 500 2.6-fold increase in radical 56 

butyrophenone pair escape 
Ethanolamine ammonia NR NR 100 25% reduction in V^J^ 52 

lyase enzyme kinetic parame­
ter 

Cytochrome P-450 800c NR NR 
icr 

70% reduction in hy- 53 
droxylation rate 

NOTE: All values are in millitesla. Bmin is reported minimum effective magnetic flux density (B); By2 is Β 
at which half-saturation of the effect is observed; BM is Β at which effect saturates. NR is not reported; 
Km is the Michaelis constant; VmsK is the maximal reaction rate under saturation conditions. 
""When given, the estimated effect size is for the highest listed flux density value. 
*A 50-Hz sinusoidal magnetic field was applied. 
°Νο lower Β was tested. 
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of M F effects on specific biochemical reactions have been observed. A review of 
M F effects on in vitro biochemical reactions that were reported prior to 1986 
revealed no substantial evidence for such effects (50). A summary of results (see 
Table I) almost exclusively based on more recent reports, however, shows that 
such M F effects do indeed exist, including effects on the vitamin B i 2 cofactor 
methyl(Com)cobalamin (51), coenzyme Bi2-dependent ethanolamine ammonia 
lyase activity (52), cytochrome P-450 enzymatic activity (53), cytochrome-c 
oxidase activity (54), electron transfer in the porphyrin-viologen dyad (55), the 
vitamin Ε phenoxyl-butyrophenone reaction (56), and bioluminescent luminol 
oxidation by potassium ferricyanide (57) and the hemin-hydrogen peroxide 
system (5). (For a comparison, see Table I.) 

Bioelectromagnetic Effects and a Possible Role for the Radical 
Pair Mechanism 

Numerous effects from exposures to weak, time-varying MFs (B « 0.1-10 mT) 
in cell, tissue, or animal studies have been reported (for review, see references 9 
and 58-60), and these include field effects on cells of the immune system 
(reviewed in references 61 and 62), the musculoskeletal system (63), the nervous 
and neuroendocrine systems (e.g., references 64 and 65), and a report of M F 
effects on in vitro tumor promotion (66), So far, however, only a few cellular 
M F studies have been independently replicated. Published successful replication 
attempts, for example, describe the effects of 3-Hz pulsed MFs on lymphocyte 
proliferation (67, 68) and lymphocyte 4 5 C a 2 + uptake (10,12, 67). 

The thesis of this chapter is that RPs or biradical species may be physi­
cally plausible, primary targets of M F interactions with cells, tissues, or the in­
tact organism on the basis of the R P M . As summarized in Table I, M F exposure 
studies of biochemical in vitro reactions involving transient RP or biradical for­
mation have already begun. These experiments have demonstrated that, under 
certain conditions, defined biochemical in vitro activity can be influenced by 
MFs ranging from a few hundred microteslas to several milliteslas (see Table I). 
Therefore, from the perspective of bioelectromagnetics, it is reasonable to begin 
to study the following questions. (1) What are potential biomolecular targets in 
cells that might serve as initial magnetic coupling sites, in accord with the RPM? 
(2) How could MF-modulated RP recombination reactions and, consequently, 
small product yield changes influence biological function and regulation? (3) 
Under what circumstances, i f any, could RPM-mediated, resonancelike inten­
sity-dependent or frequency-dependent M F effects be observed? 

The Functional Role of Free Radicals and Radical 
Recombination in Biological Systems 
The essential functional role of radical reactive intermediates is increasingly 
recognized in many different areas of biology and medicine (for an overview, 
see reference 69). In fact, many basic cellular functions have been shown to be 
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22. WALLECZEK Magnetokinetic Effects on Radical Pairs 411 

partly regulated, or influenced, by radical species, such as in cell signaling (30, 
31, 70), gene expression (70, 71), cell proliferation (72, 73), or macrophage ac­
tivity (31, 74). Certain biologically generated radical species are tumor promot­
ers and in some cases weak tumor initiators (75-77). Free-radical generation or 
reactions that proceed via radical intermediate stages are abundant in biological 
systems and may mediate many cellular functions. Thus, not only from a phys-
icochemical perspective but also from a biological viewpoint, it is reasonable to 
explore the possible involvement of the R P M in the causation of nonthermal M F 
effects in living systems. 

O f possible significance to understanding bioelectromagnetic effects are 
M F effects on cell biochemical reactions that can be grouped in the following 
three categories: (1) radical reactions that lead to the formation of unwanted 
free-radical by-products with adverse biological activity; a primary example of 
the damaging effects of radicals is lipid peroxidation; (2) radical reactions gen­
erating free radicals that have necessary functions in biological regulation such 
as potential cell signaling functions and immune cytotoxic activity; and (3) radi­
cal reactions involved in the reaction cycle of enzymes in which transient RPs or 
biradicals function as necessary reaction intermediates. Among the best-known 
biologically significant radicals are reactive oxygen intermediates (e.g., 02*~ and 
•OH), the nitric oxide radical (ΝΟ·), and transition metal ions (e.g., Fe 2 + , C o 2 + , 
C u 2 + , M o ^ a n d C i 2 * ) . 

However, instances of radical formation also involve other elements, for 
example, in so-called "protein-radical enzymes", which involve a free radical 
located on an amino acid residue, such as tyrosine, tryptophan, or glycine (for 
reviews, see references 78-80). Other examples are the oxidation of the thiol 
group (R-SH) or of N A D H , which yields the sulfur-centered thiyl radical R S e or 
the ΝΑΌ· radical, respectively (69). The following discussion deals only with 
reactive oxygen and nitrogen intermediates that have been shown to modulate 
cell biochemical activity. Any process that either generates or depends on these 
reactive species may serve as a primary M F coupling site for RPM-mediated 
cellular M F effects. This discussion is not meant to rule out the potential impor­
tance of the many other cellular radical reactions. 

Reactive Oxygen Intermediates 

Reactive oxygen intermediates (ROIs), including the superoxide radical (02*~), 
the hydroxyl radical (·ΟΗ), and hydrogen peroxide (H 2 0 2 ) , are generated by 
electron reduction steps from molecular oxygen (0 2). Cellular locations that are 
known to generate ROIs include mitochondria, the endoplasmic reticulum, the 
nuclear membrane, the cytoplasm, and the cell membrane. Thus, because of the 
potential cell-damaging effects of ROIs, or conversely a potential regulatory role 
for intracellular^ generated ROIs, the prooxidant state of the intracellular envi­
ronment must be tightly controlled by the cell. This control is achieved, among 
other ways, by ROI-neutralizing enzymes like catalase, superoxide dismutase, or 
the glutathione-peroxidase system (69). Additionally, the pineal gland hormone 
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melatonin was recently discovered to be a potent ·ΟΗ scavenger (81). Thus, i f 
an external M F interfered with the normal yield of ROI production or availabil­
ity via RPM-mediated processes, this interference could upset the cellular redox 
state and lead to biological effects. 

ROI Generation by Phagocytic Cells. One key element of the 
body's immune defense is phagocytosis, that is, the killing or digestion of 
pathogens by the phagocytic cells of the immune system. Phagocytosis involves 
the generation of 02*~ and H2O2, mostly by neutrophils and macrophages. The 
increased consumption of oxygen that accompanies ROI generation in these cells 
is known as the "respiratory burst". The consumed oxygen subsequently is re­
duced by the NADPH-oxidase system, located at the plasma membrane, to 02*~, 
and H 2 0 2 is formed by dismutation of superoxide. 02*~ and H 2 0 2 , together with 
enzymes (e.g., myeloperoxidase), are released into the phagocytic vacuole to ki l l 
and digest the pathogen (for review, see reference 69). A n interference of an 
applied M F with these processes could lead to altered immune cytotoxicity. 

ROI Generation by Nonphagocytic Cells. With the exception of 
ROI formation in the phagocytic cells of the immune system, until a few years 
ago it was thought that ROIs constituted only reaction by-products with negative 
biological activity. In the meantime new experimental evidence has emerged 
suggesting that cellularly generated ROIs may play a positive role in cell regula­
tion and, indeed, possibly act as second messenger molecules (30). Evidence for 
this notion comes from experiments that detected ROI generation in nonphago­
cytic cells, as well as studies that suggest an important regulatory role for ROIs 
in cells. Evidence of the first kind was shown for various cell types, including 
human leukemic Jurkat T-lymphocytes (82-84), transformed human B -
lymphocytes (85), and fibroblasts (73, 86). A regulatory role for cell-generated 
ROIs was suggested from studies that tested the involvement of ROIs in cell 
proliferation and during signal transduction events. For example, addition of 
02*~ concentrations, similar to the concentrations that are released by fibroblasts, 
were found to stimulate fibroblast proliferation, although at higher doses 02*~ 
was toxic to the cells (73). Other examples of the effects of ROIs or antioxidants, 
that is, agents that either scavenge ROIs or inhibit ROI generation, on mammal­
ian cell proliferation, including on HeLa and BHK-21 cells, have been reported 
(72, 87). Furthermore, in cells of the immune system, like T-lymphocytes, ROI 
generation may be critical for inducing proliferative events. For example, mito-
gen-induced murine T-cell proliferation was observed to be inhibited, in a dose-
dependent manner, by antioxidants such as ROI scavengers or lipoxygenase in­
hibitors (88). 

ROIs as Modulators of Signal Transduction Events and Gene 
Expression. A possible pathway by which M F effects on cellular prolifera­
tion could be mediated is through ROI modulation of cellular signal transduction 
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and amplification steps, such as during Ca 2 +^ signaling. Indeed, evidence exists 
showing that the lectin-triggered rise in intracellular free C a 2 + concentration, 
[Ca 2 +]i, in mouse and rat thymic lymphocytes is suppressed in the presence of 
the lipoxygenase inhibitor nordihydroguaiaretic acid (NDGA; references 88 and 
89). In addition, our work has shown (reference 12 and unpublished data) that 
C a 2 + transmembrane influx and [Ca 2 +]i in Jurkat T-cells is also affected by ROIs 
and antioxidants. Consistent with these findings is also the observation of 
NDGA-dependent inhibition of inositol phosphate hydrolysis in mitogen-
stimulated human T-cells (90) and the inhibition of ornithine decarboxylase ac­
tivity in concanavalin A -stimulated murine T-cells by N D G A and other antioxi­
dants (91). 

ROIs have also become known as inducers of gene expression. For ex­
ample, Schreck et al. (92) found that the nuclear factor (NF) κΒ is an oxidative 
stress-responsive transcription factor in mammalian cells. The activation by 
ROIs of N F - κ Β upregulates the synthesis of new mRNA. In particular, N F - K B 
activation by tumor necrosis factor-α, interleukin-1, viruses, phorbol esters, U V 
light, or ionizing radiation, which leads to gene induction, was found to be me­
diated by intracellular ROIs (for review, see reference 70). On the basis of then-
results with Jurkat T-cells and other findings, Schreck and Baeuerle (30) pro­
posed a role for ROIs in intracellular signaling and suggested that ROIs may 
constitute a new class of second messenger molecules. Evidence also suggests 
that ROIs may be directly involved in the activation of K + channels in various 
cell types (93, 94). Furthermore, C a 2 + adenosinetriphosphatase (ATPase) activity 
was also reported to be affected by ROIs (95). In line with these findings, Cerutti 
(77) proposed that ROIs "may act as a mediator and activate signal transduction 
pathways that ultimately modulate the expression of immediate early genes such 
as fos and myc as do the phorbol ester 12-O-tetradecanoylphorbol-13 -acetate 
(TPA), serum, and certain polypeptide growth factors". In summary, the preced­
ing evidence suggests that ROIs are intimately involved in the mediation of cel­
lular signal transduction steps. Therefore, MF-induced changes in cellular ROI 
homeostasis via the R P M may lead to cellular field effects, including effects on 
ion transmembrane transport and gene expression. 

Reactive Nitrogen Intermediates 
Reactive nitrogen intermediates are biologically highly active species (for re­
views, see references 31 and 74). Specifically, the gaseous free radical nitric 
oxide (ΝΟ·) is now recognized as an important physiological regulator. To date, 
two separate functions of ΝΟ· have been characterized: first, its importance in 
the bactericidal and tumoricidal activity of macrophages (74% and second, as a 
regulator of vascular tone and as a neuronal signaling molecule (31). New evi­
dence also suggests (96-98) that reactive nitrogen intermediates have inhibitory 
as well as stimulatory effects on lymphocytes, particularly on lymphocyte prolif­
eration. In neurons and endothelial cells, nitric oxide is generated by the enzyme 
nitric oxide synthase (NOS), which is constitutively expressed in these cell 
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types. In macrophages, however, NOS activity must be induced by activation of 
the macrophage by cytokines or pathogens. 

In 1992 spectroscopic and biochemical evidence appeared establishing 
NOS as a new member of the cytochrome P-450 heme protein family (99, 100). 
Evidence was also presented indicating that NOS contains a flavin semiquinone 
radical that might magnetically interact with the NOS heme iron during the NOS 
catalytic cycle (100). As mentioned before, we found theoretical evidence that 
NOS/P-450 activity may be altered by MFs on the order of 1-10 mT (Eichwald, 
Walleczek, and Kaiser, unpublished data). In summary, M F modulation of the 
yield of ΝΟ· generation, or of NO* interactions with ROIs or other reactive ni­
trogen intermediates, could interfere with neuronal signaling events, lymphocyte 
activity, and macrophage antitumor activity. 

The Question of Resonancelike Intensity or Frequency 
Dependencies 

Nonlinear magnetic flux density dependencies of the resonance type (intensity 
"windows") for well-defined chemical systems have been experimentally dem­
onstrated and, importantly, have been theoretically explained on the basis of the 
R P M (for reference citations, see earlier sections). The observation of intensity 
windows in biological M F exposure experiments is, thus, in line with the R P M . 
In contrast to nonlinear intensity-dependent effects, resonancelike frequency 
dependencies in the E L F range cannot be accounted for by the R P M alone. In 
general, the physicochemical principles that underly the R P M exclude this pos­
sibility. In principle, however, ELF-dependent, RPM-mediated M F effects in 
biological system might still occur. The possibility proposed here does not stem 
from the physics of the R P M but from the functional organization of biomolecu-
lar or biological systems themselves. That is, any biological activity that depends 
on the periodic generation of reactive radical intermediates may not only be sus­
ceptible to the specific intensity but also the temporal characteristics of an oscil­
lating M F . In this scenario, the existence of a mechanism for the periodic gen­
eration of radicals must be postulated, whereby the (parametric) coupling of an 
appropriately oscillating M F via the R P M would allow the induction of reso­
nance like frequency-dependent M F effects on a particular biological endpoint. 

One such option is the frequency-dependent coupling of oscillating MFs 
to cyclical radical steps that occur during the reaction cycle of certain enzymes, 
such as P-450s (Walleczek, in preparation). Another possibility would appear i f 
a functional role for oscillating concentrations of bioactive species at the cellular 
level could be demonstrated. A functional role for oscillating bioactive species is 
not a new concept. Repetitive or oscillatory increases in the concentration of 
second messenger molecules such as C a 2 + during cellular signal transduction 
have been documented in a variety of cell types (reviewed in references 101 and 
102). For example, oscillations in the cytoplasmic free C a 2 + concentration, 
[Ca 2 +]i, have been proposed to be part of a digitally encoded cell signaling 
mechanism. In this scheme, cellular signals are not only transmitted by a simple 
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increase in [Ca 2 +]i, but by the repetitive nature of the C a 2 + signal. The frequency 
of the [Ca 2 +]i oscillations (f « 0.001-3.0 Hz) is believed to transfer crucial in­
formation across cytoplasmic regions (101, 102). Similarly, repetitive or oscilla­
tory concentration changes in radical second messenger species (e.g., ROIs and 
reactive nitrogen intermediates) may be part of the inter- or intracellular signal­
ing network. A model based on the theory of nonlinear self-sustained oscillators, 
which describes the influence of externally applied E L F EMFs on signal trans­
duction pathways involving oscillating concentrations of second messenger spe­
cies, has been worked out by Eichwald and Kaiser (26) for C a 2 + . A similar ap­
proach could be taken to model the case of free-radical messengers. At present, 
it is not known, however, whether oscillating concentrations of free-radical in­
termediates do exist in cells and, i f they do, whether they could play any role in 
modulating cellular functions. Only new experiments wil l be able to clarify 
whether oscillating cytoplasmic concentrations of free radicals have a biological 
function. In summary, a resonancelike M F amplitude dependence might be due 
to physical characteristics of the R P M alone, whereas an RPM-mediated, nonlin­
ear M F frequency dependence in the low-frequency range would only occur 
because of the intrinsic biological characteristics, for example, periodic free-
radical processes, of an MF-exposed system. 

Recommendations 
As outlined in the previous sections, efforts to study the potential role of the 
R P M in the induction of nonthermal M F effects on biological systems seem 
justified, both from a physicochemical as well as a cell biological perspective. 
More experimental and theoretical work, however, is needed to be able to con­
clusively evaluate the importance of biomagnetochemical concepts in cellular 
bioelectromagnetics. Future steps should involve (1) the development of new 
methods for the detection of real-time M F effects with 0.1% or better resolution, 
which should enable the systematic study of the M F action on biochemical in 
vitro activity even at very low intensities (B < 0.1 mT); (2) the construction of 
mathematical models that describe RPM-mediated effects from weak MFs, in­
cluding the effects from the combined action of static and time-varying MFs on 
RP recombination events; and (3) the determination of physicochemical infor­
mation with regard to relevant biomolecular structures (e.g., transition metal 
enzymes). This information is needed for modeling biomagnetochemical effects, 
which are of direct relevance to the current questions in bioelectromagnetics. 
Data concerning, for example, g values, HFC constants, or RP lifetimes for most 
biologically relevant RPs or biradicals are still lacking. As mentioned before, 
modeling approaches for describing M F effects in comparatively simple chemi­
cal systems, in which the appropriate parameters are known, have proven suc­
cessful (e.g., 6, 38). For this reason similar successes may be achievable for 
biomolecular RP-forming systems, pending the availability of the needed phys­
icochemical information. 
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A Rationale for Understanding Possible Adverse Health Effects 
from Magnetic Field Exposures? 
With respect to the epidemiological findings that suggest a statistical link be­
tween environmental EMFs and increased cancer risk in humans (see other 
chapters in this book), it is unclear whether the proposed model could provide a 
mechanistic rationale. For example, it is unknown whether long-term exposures 
(i.e., many years) of an organism to much weaker field intensities than have been 
discussed in this chapter, for example, as weak as ~1 μΤ, 50-60-Hz MFs, may 
affect a health outcome on the basis of primary M F coupling to RP recombina­
tion steps. One reason is that the lowest effective magnetic flux densities that are 
still capable of altering biologically relevant chemical reaction rates have not 
been determined, either theoretically or experimentally. Another reason is that 
no information is yet available on the capacity of a living organism to amplify 
subtle biomagnetochemical primary effects from oscillating M F exposures via 
highly nonlinear secondary biological interactions. More research is needed to 
determine whether the M F interaction mechanisms discussed herein can provide 
a rationale for explaining potential adverse health effects from M F exposures <1 
μΤ. However, for large magnetic flux densities associated with clinical magnetic 
resonance imaging techniques (BAC « 0.1-1 mT; 2?De « 1-2 T), it seems reason­
able to consider the possible safety implications on the basis of the already 
available information (see Table I for comparison of flux density values). 

Conclusions 

Many of the E M F effects reported in the bioelectromagnetics research literature 
may potentially be a direct consequence of the interaction of the M F vector with 
biological biradical or RP recombination processes. Like for all other proposed 
magnetic interaction mechanisms (21-25), as yet no direct proof exists for the 
importance of the R P M in the bioelectromagnetic interactions discussed in this 
chapter. Nevertheless, at present, what sets the R P M apart from the other pro­
posals is that (1) the R P M is an already well-understood and proven mechanism 
for describing nonthermal (sub-W) interactions of relatively weak MFs (B « 20-
20,000 μΤ) with chemical reaction systems and (2) experimental evidence exists 
for RPM-mediated M F effects on biochemical in vitro activity at intensities that 
are comparable to the intensities applied in many cellular bioelectromagnetics 
experiments (see Table I). 

The usefulness of external MFs as a probe for identifying selected radical 
recombination steps in biological systems seems limited, however, because of 
the possibility that many different biradical or RP-dependent processes may si­
multaneously occur during biological activity. In contrast, the use of MFs as a 
probe in well-defined reaction systems (e.g., on the activity of transition metal 
enzymes) may yield important insights into the role of radical intermediates in 
biochemical reactions and thus help identify primary physical M F coupling sites 
in cells. First examples for this approach have been given in Table I. In any case, 

 P
ub

lic
at

io
n 

D
at

e:
 M

ay
 5

, 1
99

5 
| d

oi
: 1

0.
10

21
/b

a-
19

95
-0

25
0.

ch
02

2

In Electromagnetic Fields; Blank, M.; 
Advances in Chemistry; American Chemical Society: Washington, DC, 1995. 



22. WALLECZEK Magnetokinetic Effects on Radical Pairs 417 

the theoretical and experimental demonstration of sxto-kT energy E M F effects on 
RP recombination processes, in conjunction with the finding that free radical and 
transient RP or biradical generation is critically involved in bioregulation, sug­
gests that magnetokinetic effects on radical pairs represent a physically plausible 
research paradigm for bioelectromagnetics (12). 
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Biosynthetic Stress Response in Cells 
Exposed to Electromagnetic Fields 

Reba Goodman1 and Martin Blank2 

Departments of Pathology1 and Physiology2, Columbia University, New 
York, NY 10032 

The biosynthetic response of cells exposed to electromagnetic (EM) 
fields has been studied at both transcriptional and translational lev­
els. In addition to changes in the steady-state levels of several genes, 
including the protooncogenes c-myc and c-fos, increased transcript 
levels for the heat shock (stress) gene, HSP70, have been measured 
in samples from cells exposed to EM fields in the absence of elevated 
temperatures. Furthermore, the distribution patterns of proteins 
synthesized in response to EM fields resemble those following heat 
shock (HS). The cell responds to both EM and HS stimuli in a similar 
way, and the same sequence of changes with increasing energy oc­
curs, even though the energies of the two stimuli differ by many or­
ders of magnitude. When EM and HS stimuli are given simultane­
ously or sequentially, the protein biosynthetic response is 
indistinguishable from that of either HS or EM field alone. Results 
suggest that EM fields stimulate a pathway that is similar to the one 
used by cells in response to thermal shock and other stresses. EM 
fields appear to induce the normal biological response to stressful 
conditions, and this apparent interaction has implications for possi­
ble health effects. 

EX T R E M E L Y L O W F R E Q U E N C Y (ELF) electromagnetic (EM) fields, present in 
all environments, may pose health risks. Epidemiological studies have 

shown (1-3) a lçw but significant risk of cancers in populations exposed to 

0065-2393/95/0250-0423$12.00/0 
© 1995 American Chemical Society 
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power-frequency (50- and 60-Hz) E M fields. Although several interpretations of 
the epidemiological data are possible, studies have shown that risk ratios cluster 
around 2, and in some occupational settings ratios of 6 and higher have been 
reported (4, 5). A recent study from Sweden (6) reported that the frequency of 
childhood leukemia increased approximately 2.7 times in homes in which the 
calculated average magnetic field exceeded 2 mG (0.2 μΤ) and that exposures 
above 3 mG increased the risk ratio to 3.8 (6). Occupational studies on seam­
stresses who use electric sewing machines for many years show a 4-6-fold in­
crease in the incidence of Alzheimer's disease among this population (7). The 
persistence and weight of the epidemiological findings demand the discovery of 
a biologically plausible mechanism. 

The likelihood that E M fields may affect humans is strengthened by evi­
dence that time-varying E M fields have beneficial effects in accelerating the 
healing of bone fracture nonunions (8). To date, questions of E M field interac­
tions with cells and their possible relation to cancer, as well as their clinical ef­
fectiveness, have motivated scientists to seek explanations for how these fields 
cause changes in cells. 

E L F E M fields (<300 Hz) have wavelengths that are much larger than the 
dimensions of the structures with which they interact (9). It is unlikely that the 
fields can perturb transmembrane potentials because their energy level is too low 
to act through physical mechanisms (e.g., dielectric breakdown and electropho­
resis) (10). These characteristics of E L F E M fields raise questions about how 
they could cause changes in biological processes (11). 

The lack of a consensus on the mechanism of action of E M fields on cells 
is apparent in the diversity of scientific opinion concerning the cellular response 
to such low field strengths. At the same time, growing evidence suggests effects 
of E M fields on many biological properties. These include increases in the 
growth-related enzyme ornithine decarboxylase (12), changes in the ion-pump 
enzyme Na+/K+-adenosinetriphosphatase (Na +/K +-ATPase) activity (13), 
changes in protein synthetic patterns (14), altered cell-surface properties (15), 
altered endocrine and hormone expression (16), modulation of calcium flux (17), 
and altered quantities of steady-state levels of R N A transcripts (18-20). Inability 
to replicate reported findings for some studies (e.g., increases in z-myc steady-
state levels in HL-60 cells) is undoubtedly due to failure of the replication stud­
ies to faithfully follow the original protocol (21a-21c). 

Heat Shock as a Model for the Biosynthetic Response to Stress: 
Transcription 
Recent data show (2Id) that protein biosynthetic responses to E M field exposure 
are similar to those reported for sudden elevated temperature (heat shock). Act i­
vation of the stress response results in elevated and preferential synthesis of a 
family of stress-induced or heat shock proteins and inhibition of the synthesis of 
other proteins. Activation of stress gene expression and the resulting synthesis of 
heat shock proteins ensures survival under suboptimal stressful physiological 
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23. GOODMAN AND BLANK Stress Response in EMF-Exposed Cells 425 

conditions. The stress-induced proteins (some of which are also known as 
"molecular chaperones") have essential roles in transport, translocation, and 
folding of proteins. The induction of eukaryotic heat shock genes is mediated by 
the heat shock factor, a transcriptional activator that binds to the heat shock ele­
ments in the promoters of the heat shock genes in a sequence-specific manner. 

The stress response can be initiated by many stimuli, among them oxida­
tive injury, viral infections, heavy metals, and free radicals (22). The genes en­
coding heat shock proteins are among the most highly conserved and exquisitely 
regulated. The molecular sizes of the classical heat shock proteins are mainly 
104, 90, 70, 60, and 20-30 kDa. The majority of studies have concentrated on 
the HSP70 family of genes. The list of conditions known to induce HSP70 gene 
expression have been subdivided into three broad categories (22, 23). They are 
environmental stresses (including heat shock, amino acid analogs, and heavy 
metals); nonstress conditions (including normal cell growth and development, 
differentiation, and activation by certain oncogenes); and pathophysiology and 
disease states (e.g., antineoplastic chemicals and viral and bacterial infection). 
On the basis of experimental data discussed in this chapter, E M fields appear to 
be a form of environmental stress (24, 25). 

It is important to determine the mechanism(s) used by the cell to detect 
and quantify physiological stress, as well as to determine how this information is 
transduced to the transcriptional and/or translational apparatus. The responses to 
increasing temperature and increasing E M field follow a similar sequence with 
increasing stimulus energy (21d, 25). Differences noted between E M field and 
heat shock protein patterns appear to be due to the acceleration of certain cellular 
reactions at the abnormally high temperatures of heat shock (25). Because only a 
very low energy is needed to elicit a cellular response to E M stimuli, the use of 
low-energy magnetic fields is an ideal and relatively nondisruptive tool for un­
raveling the stress response without the detrimental effects to the cell caused by 
changes in temperature, heavy metals, inhibitors of energy metabolism, or amino 
acid analogs. 

Our initial hypothesis was that measurable changes in cells exposed to 
E L F E M fields would be reflected in changes in gene expression; splicing, tran­
scription, processing, translation, and/or posttranslation might also be affected. 
Such changes could provide a unifying factor for the diverse effects that have 
been reported in cells and tissues exposed to E L F E M fields. Changes in steady-
state levels of specific transcripts have been measured following exposure of 
Escherichia colt (19), Drosophila, and Sciara salivary gland cells (26-28); S. 
cereviseae cells (29); and a variety of human cells (18, 30-33) to E L F electric 
and magnetic fields. 

Evidence that E L F E M fields act directly at the transcriptional level, 
rather than in the processing or storage of mRNAs, is shown by analyses of tran­
scription autoradiograms of D. melanogaster and Sciara coprophila salivary 
gland cells (26-28). Salivary glands exposed to 60-Hz continuous sinusoidal and 
time-varying E M signals (20 min) showed increased transcription over specific 
chromosomal regions that were identified using published maps. Increased tran­
scription was seen at the chromosomal locus for the HSP70 gene (locus 87AD), 
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as well as for other heat shock genes. The change in the HSP70 locus is particu­
larly dramatic because the chromosomal region forms a "puff' in response to the 
stress; this response is an easily identified morphological expansion of the chro­
mosome (Figure 1). The changes observed on the chromosomes from cells ex­
posed to E M fields differ from the transcriptional patterns in the unexposed con­
trol chromosomes. Thus, E M fields appear to definitely initiate transcription per 
se. They may also increase mRNA stability or release mRNA storage forms, but 
this effect has not been reported. 

E M fields have been shown to interact with the regulatory regions of both 
the myc gene and the HSP70 gene. In the c-myc gene a specific 900-base-pair 
region of the c-myc promoter is responsive to E M fields (34). We also have pre­
liminary evidence that the myc binding sites on the HSP70 promoter are required 
for transcriptional response to E M fields (unpublished observation). Therefore, a 

Figure 1. Autoradiogram of chromosome 3R from Drosophila showing tran­
scriptional activation of heat shock (HS) locus 87AD, which codes for hsplO 
protein. Salivary gland cells were exposed to each of five different electromag­
netic (EM) fields for 20 min. SP is single pulse; PT is pulse train; Ε is equine; 
CW is continuous sine wave. (Reproduced with permission from reference 28. 
Copyright 1992 Wiley-Liss.) 
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coordinate increase in c-myc and HSP70 transcript levels by E M fields would be 
expected. The c-myc gene, as well as c-fos and c-jun, is regulated by heat shock 
in human lymphoid cells (55); c-myc protein binds to the HSP70 promoter re­
gions and is involved in the regulation of this gene (36). Furthermore, overex-
pression of c-myc induces translocation of the endogenous hsp70 protein from 
the cytoplasm to the nucleus, where it becomes sequestered (37). 

Further evidence that cells respond to E M fields by overexpressing heat 
shock genes comes from experiments in both S. cerevisiae and E. coll In yeast, 
transcript levels for the SSA1 gene (a member of the HSP70 multigene family) 
were significantly increased within 10 min in cells exposed to an 8-mG, 60-Hz 
E M field (29). A n increase in groEL/ES proteins (homologous to proteins for 
hsp60) was observed when E. coli were exposed to magnetic fields (38). 

The stress-response system is a usefiil model for the mechanism by which 
cells exposed to E M fields overexpress some genes. Calcium, second messen­
gers, and kinases, all of which may be implicated in the E M signal-transduction 
pathway, are known to be involved in activation of transcription of stress genes. 
Identifying the receptor for physiological stress would provide an important clue 
in determining the initiation of E M field interaction. From the foregoing evi­
dence it appears likely that the cellular response to E M fields is part of a general 
physiological response to stress. 

Similarities and Differences Between EM Fields and Heat 
Shock: Translation 

As expected, the synthesis of the stress protein hsp70 was increased by E M field 
exposure in both Drosophila and Sciara salivary gland cells (14, 21d). Further­
more, the overall protein pattern produced under E M field exposures was similar 
to the pattern seen following heat shock, including increased synthesis of major 
stress proteins in the 30-, 70-, and 90-kDa ranges. 

Examining the effects of E M fields on protein synthesis enables one to 
scan the gene products of virtually all the genes that are being expressed. Thus, 
the response of the entire population of proteins, as well as changes in individual 
proteins, can be viewed. The use of two-dimensional gel electrophoresis allows 
the separation and tracking of proteins according to their molecular weight 
(MW; size) and isoelectric point (pi; charge). The amount of radioactive label 
([35S]methionine in this case) incorporated is a measure of the amount of each 
protein synthesized in a given period. 

These data are converted into protein distribution curves in terms of either 
the molecular weight of polypeptides synthesized (%mass vs. M W ) or their 
isoelectric points (%mass vs. pi). The results of repeated experiments are aver­
aged, and the effects of different exposure conditions are compared. Analyses of 
protein distribution patterns show the level of synthesis of the proteins being 
expressed during E M field exposure (as compared with those in the unexposed 
controls) and provide evidence of changes in biosynthesis. Changes in the syn­
thetic activity of individual proteins have also been followed. 
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The effects of E M fields on protein synthesis have been studied using the 
larval salivary glands of the dipteran S. coprophila as a model system. Among 
the many advantages offered by dipteran salivary gland cells is that these cells 
are in synchrony and always in metabolically active interphase. We have used 
this well-described system to examine the effects of exposure to different field 
strengths and different levels of thermal stress as a way of characterizing the 
responses of the cells to varying energy levels. The M W and p i distributions of 
newly synthesized 3 5S-labeled polypeptides were analyzed. Distribution curves 
for polypeptide synthesis in cells exposed to E M fields were compared with 
polypeptides in cells subjected to thermal shock (heat shock) (Figures 2 and 3). 
The use of either stressor showed new peaks in the distributions of proteins at 
M W of 30 kDa and pi of 7.1 compared with unstimulated controls. Similar 
changes of %mass were also found at approximately 20, 35, and 70 kDa. These 
molecular weights are within known ranges of major stress-response proteins. A 
shift of the maximum in p i distribution from 5.8 to 6.3 was part of the response 
to both E M and heat shock stimuli. 

The distribution patterns of proteins synthesized by salivary gland cells of 
Sciara in response to E M fields strongly resemble those following heat shock 
(25). Also, a similar sequence of changes occurs with increasing stimulus in­
tensity of both 60-Hz E M fields and heat shock temperatures. Two of the fea­
tures in the M W distribution, the %mass in the 30- and 70-kDa ranges (regions 
with well-defined heat shock proteins), show a similar pattern in %mass with 
increasing stimulus intensity. Figure 4 shows the effect on %mass of both the 

16 

0 10 20 30 40 50 60 70 80 90 100 
MW/kD 

Figure 2. Distribution of mass as a function of molecular weight (MW) for EM-
fieldstimulated (0.8 μΤ; M), heat shock (HS)-stimulated (A), and control (Ω) 
protein synthesis. (Reproduced with permission from reference 21d. Copyright 
1993 Elsevier.) 
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Figure 3. Distribution of mass as a function of isoelectric point (pi) for EM-field-
stimulated (0.8 μΤ; M), HS-stimulated (A), and control (Π) protein synthesis, 
(Reproduced with permission from reference 2 Id. Copyright 1993 Elsevier.) 

17.5 

CO 

ε 

12.5H 

magnetic field / juT 

Figure 4. The variation of the %mass of 30-kDa (β) and 70-kDa (D) MW ranges 
vs. an increasing intensity of the magnetic field on a logarithmic scale. (The 30-
kDa range is 29-32 kDa; the 70-kDa range is 66-84 kDa.) The points are aver­
ages of three experiments with standard errors indicated. (Reproduced with 
permission from reference 25. Copyright 1994 Elsevier.) 
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18-

ί-Ι 1 1 1 1 1 
20 25 30 35 40 45 
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Figure 5. The variation of the %mass of 30-kDa (M) and 70-kDa (O) MW ranges 
vs. the temperature at which the HS experiment is carried out. (The 30-kDa 
range is 29-32 kDa; the 70-kDa range is 66-84 kDa.) The points are averages 
of three experiments with standard errors indicated. (Reproduced with permis­
sion from reference 25. Copyright 1994 Elsevier.) 

30- and 70-kDa M W ranges from increasing magnetic field (0.8-800 μΤ). The 
zigzag pattern represents an alternation in the synthesis of these two major pro­
tein groups. Figure 5 shows a similar effect on the %mass of 30- and 70-kDa 
M W ranges due to increasing temperature (25.5-45 °C), with some distortion 
due to accelerated reactions at high temperatures. The induction of the heat 
shock response in dipteran cells is normally studied at 33-35 °C. 

Even though the energy ranges are very different for E M field and heat 
shock, a similar pattern for 30 and 70 kDa occurs with increasing temperature 
and increasing magnetic field strength. The small differences between the re­
sponses to E M field and heat shock are probably due to the detrimental effects of 
the elevated temperatures in heat shock. The proteins that are more readily de­
graded at elevated temperatures have lower %mass in the heat shock experi­
ments than in E M fields (21df 25). 

Changes in the pi distribution also show similarities between E M field 
and heat shock patterns with increasing stimulus intensity, and the differences 
are probably due to the changes in the heat shock experiments as a result of ele­
vated temperatures (21df 25). The changes of %mass due to both E M and heat 
shock stimuli show a relatively flat response in the middle of the range studied, 
with a return to control levels at the extremes. The ranges studied appear compa­
rable and include the full spectrum of response for both thermal and magnetic 
field energy scales. 
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Figure 6. Flow chart showing model for the stimulation of transcription and 
translation via excitatory (+, heavy line) and inhibitory (-, thin line) stress 
pathways. Ε is electric; Β is magnetic; Τ is temperature. (Reproduced with per­
mission from reference 25. Copyright 1994 Elsevier.) 

Additional evidence that the same response system is being stimulated by 
both E M field and heat shock has come from experiments exposing cells to both 
stimuli simultaneously or sequentially (21dt 25). The stimuli were deliberately 
chosen to exaggerate differences in the 30- and 70-kDa regions by using an E M 
stimulus of 80 μΤ (high synthesis of 30 kDa and low synthesis of 70 kDa) and a 
heat shock temperature of 33 °C (low synthesis of 30 kDa and high synthesis of 
70 kDa) (see Figures 4 and 5). The responses to the two stimuli appear indistin­
guishable from the response to a single stimulus and are independent of the order 
of application. 

The cellular responses are the same even though the energies of the two 
stimuli differ by many orders of magnitude. The overall pattern of data suggests 
that the cellular response to either E M field stress or thermal stress is via a 
common final pathway. A hypothetical control circuit (Figure 6)* diagrams the 
properties we have described. These results suggest that E M fields stimulate a 
pathway that is similar to the one used by cells in response to thermal shock (and 
other physical stresses) and that the changes in protein distribution observed in 
our experiments may be characteristic of a general cellular response to stress. 

The Cellular Stress Sensors 
When cellular responses to E M and thermal stimulation are compared, the M W 
and p i distribution patterns are markedly similar, and similar sequences are ob-
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served with increasing stimulus intensities. However, the energy of the E M scale 
is much lower, the E M threshold is very much lower, and the two scales also 
differ in linearity. With reasonable assumptions about physical properties, we 
can calculate and compare the energy densities at the lowest stimulus intensities 
that elicit a response: increases of 0.8 μΤ for E M fields and 5.5 ° C for heat 
shock. If a magnetic permeability comparable to air is assumed, then the energy 
density of the magnetic field is 2.6 χ 10~7 J/m 3. If a heat capacity and density 
comparable to those of water are assumed, then the energy density for a 5.5 ° C 
rise in temperature is 2.3 χ 107 J/m 3. The two values differ by 14 orders of 
magnitude! 

A n examination of electric and magnetic field stimulation of transcription 
in HL-60 cells allows us to compare the energy densities at the stimulus intensi­
ties that elicit similar responses (39). A maximum response occurred at 8 μΤ for 
magnetic fields and 5 mV/m for electric fields. If an electric permittivity at 60 
Hz comparable to water is assumed, then the energy density due to the electric 
field is 9.0 χ 10~3 J/m 3. The energy density due to the magnetic field is 2.6 χ 10"5 

J/m 3, or 300 times lower. Both fields stimulate biosynthesis, and one of the tran­
scripts measured in the HL-60 cells is for the heat shock protein hsp70, so the 
experiments are comparable. These results suggest that the electrical energy 
needed to stimulate the sensor is at an intermediate level between the magnetic 
and thermal sensors. Table I incorporates the value of the electric field needed to 
stimulate transcription in HL-60 cells, along with the E M and heat shock values 
calculated from the Sciara experiments, to give a quantitative estimate of how 
the energies that activate the response vary with the modality. 

The very low energy threshold of the "magnetic sensor" may indicate that 
the response of the "thermal sensor" could be due to a nonspecific reaction of the 
magnetic sensor. This mechanism is unlikely because the slightest increase in 
temperature would trigger a massive response from the magnetic field sensor, 
and this response is not seen. Also, the response to each stimulus varies with the 
energy of the stimulus, and the similarity of the responses suggests that the dif­
ferent sensors feed into a final common path. Furthermore, because of the great 
difference in sensitivity, no cross talk can exist between the sensors for different 
modalities. It is more reasonable to assume a separate sensor with its own sensi­
tivity for each modality. These ideas are incorporated in the circuit diagram 
(Figure 6), together with the known inhibitory feedback of the heat shock system 

Table I. Energy Densities of Different Stimuli of Biosynthesis 
Modality Input Energy Density (J/m3) 

Magnetic 0.8 μΤ ^ / 2 μ = 2.6 χ ΙΟ"7 

Electric 5 mV/m ε£ 2/2 = 9.0 χ 10"3 

Thermal 5.5 °C A7cp = 2.3 χ ΙΟ7 

NOTE: Β is magnetic flux density; Ε is electric field strength; Γ is temperature; μ is permeabil­
ity, ε is permittivity; c is specific heat (in calories per gram per degree); ρ is density (in grams 
per cubic centimeter). 
SOURCE: Reproduced with permission from reference 25. Copyright 1994 Elsevier. 
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after stimulation. Preliminary experiments suggest that a common inhibitory 
feedback pathway for E M stimulation may exist, but such a pathway remains to 
be determined. 

Imagining a cell sensory apparatus that can respond similarly to such 
widely different energy ranges is difficult, but the sensor may not be like a tradi­
tional receptor. Physical stimuli, including E M fields, may affect biological 
processes via a membrane-mediated mechanism (40a), and this mechanism may 
help explain how similar effects might be obtained with E M and thermal stimu­
lation. Each physical stimulus could lead to the same end point by a different 
route. The real stimulus may be a decreased ionic gradient across the membrane. 
Alternating current from electric or magnetic fields results in a decrease of the 
ionic gradients across the membrane. Heat tends to permeabilize the membrane 
structure and to decrease ion gradients across the membrane. Such a mechanism 
would allow the different physical stimuli to operate through the same mem­
brane-mediated mechanism and lead to similar effects. The sensor would be the 
membrane, and each stimulus would affect a different aspect at a particular en­
ergy level. A recent report shows (40b) that lipid bilayers in vitro are disturbed 
by electric fields, although at very much higher energy levels. However, in vitro 
transcription (the stimulation of transcription by E M fields in a cell-free me­
dium) has been reported (41), and membranes may not be essential. Recent re­
ports of electronic conduction within the D N A may indicate (42a) another pos­
sible mode of action of magnetic fields. 

The activation of a common signal-transduction pathway by different 
kinds of stimuli was recently reported (42b) in another system. Nuclear re­
sponses to growth factors and cytokines appear to go through a common path­
way even though they are activated by different cell-surface receptors. The dia­
gram we propose may therefore be indicative of a more general property of cells. 
The diagram not only summarizes the observations but also indicates experimen­
tal approaches that could elucidate such ideas as the possible commonality of the 
inhibitory feedback pathway. If this pathway exists, then tempering the response 
of cells to a stress should be possible by prestimulation with a different stress or, 
for example, with one of lower energy. Responses in these experiments could be 
measured by the presence of the heat shock protein hsp70, which is increased in 
all of the stressed systems we have studied. 

Intersection of Stress Response and Oncogenic Pathways 
With respect to the possible role of E M field exposure in cancer, 60-Hz fields 
may be more likely to promote tumor development than to initiate it. This view 
is supported by studies showing that exposure to E M fields accelerates tumori-
genesis in experimental animals exposed to carcinogens (44). The failure to 
demonstrate chromosomal disturbances, D N A cross-links, changes in D N A re­
pair, or sister-chromatid exchanges in cells exposed to 60-Hz E M fields is more 
consistent with a role in tumor promotion than in tumor initiation (45, 46). 
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The activation of stress gene expression resulting from exposure of cells 
to E M fields offers one possible explanation that could be related to neoplasia. 
The stress-induced proteins have essential roles in transport, translocation, and 
folding of other cellular proteins. The overexpression of stress genes in a number 
of human tumors has prompted Morimoto (23) to suggest that the presence of 
stress proteins, characteristic of a variety of neoplasias, may even be used as 
markers for the disease. 

The molecular biology of the stress response provides one of the best-
characterized paradigms for inducible gene expression. Many different stresses 
stimulate this response (23, 47, 48). Both electric and magnetic fields act as 
stimuli. Our results suggest a possible link between E M field exposure and ma­
lignancy through the overexpression of stress genes and increases in stress pro­
teins. The hsp70 proteins are known to interact with oncoproteins. In addition, 
protein substrates that form stable complexes with hsp70 proteins include viral 
oncoproteins, SV40 large Τ antigen, polyoma virus middle Τ antigen and ade­
novirus E1A, as well as the cellular oncoproteins c-myc and mutant p53. The 
human hsp70 promoter has been shown to be regulated by p53 (49), and mutant 
p53 has been identified in at least 50% of all human cancers. 

The possible deleterious effects of E M fields are public health matters and 
require attention. The critical gaps in our knowledge call for further research to 
develop a clear and unified explanation that would link all the reported effects of 
E M fields through a definition of the mechanisms involved. Clearly one of the 
mechanisms to be considered is the biosynthetic stress response that has been 
conserved through evolution to cope effectively with a variety of environmental 
stimuli. 
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Membrane Signal-Transduction 
Mechanisms and Biological Effects 
of Low-Energy Electromagnetic Fields 

Richard A. Luben 

Division of Biomedical Sciences and Department of Biochemistry, 
University of California, Riverside, CA 92521 

The cell membrane represents a significant barrier between the ex­
tracellular environment and the interior of the cell, both in terms of 
electrical resistance and in terms of information transfer. Any at­
tempt to explain the effects of low-energy electromagnetic fields 
(EMFs) on cells requires explanation of how the very low energy 
produced by environmental EMFs can overcome the barrier of the 
cell membrane. One plausible postulate is that low-energy fields may 
interact with already existing membrane signal-transduction mech­
anisms, which possess extremely high sensitivity and specificity for 
detecting and transducing low levels of signal in the extracellular 
environment. In this chapter, basic mechanisms of membrane signal 
transduction are reviewed, and specific examples of low-energy EMF 
effects on these processes are cited. A biochemical model is devel­
oped for possible interactions between EMFs and intracellular sig­
nal-transduction processes. 

EN V I R O N M E N T A L E L E C T R O M A G N E T I C FIELDS (EMFs) have been implicated as 
a possible causal factor in observed correlations between development of 

childhood cancers and proximity to high-current power lines ( i) . A major diffi­
culty in accepting such fields as the cause of these correlations has been the lack 
of convincing data to indicate that fields of such low strengths can interact with 

0065-2393/95/0250-0437$12.00/0 
©1995 American Chemical Society 
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cells in any way that might lead to development of cancer or other disorders (2). 
For example, the electric potential produced in tissues by exposure to power 
lines in the average household are in the range of 1 V/m (5), whereas the mem­
brane potential of most mammalian cells is about 107 V/m. Nevertheless, a num­
ber of biological activities such as prédation and navigation by animals have 
been shown to respond to changes in electric potential as small as (or even 
smaller than) the value of 1 V/m (4). This laboratory has studied the interaction 
of low-energy nonionizing EMFs with cells and tissues in a system in which 
low-energy EMFs are generally acknowledged to have biological effects: the 
stimulation of bone formation and fracture healing. Bone healing stimulated by 
electromagnetic energy has been a widely used and very successful therapeutic 
model for a number of years (5). In addition to fracture healing, a number of 
reports demonstrate that bone turnover rates can be modulated by EMFs, and 
this response suggests that EMFs may be a possible therapy for osteoporosis (6). 
A number of laboratories have proposed (7) mechanisms by which EMFs can 
alter bone metabolism; most have focused on the interaction between osteoblasts 
and regulatory agents such as hormones and growth factors. Our laboratory 
seeks to examine the mechanisms by which EMFs interact with cells, especially 
those that may be involved in production of changes in cell growth or differen­
tiation. Our results indicate that EMFs can have effects on bone cells by modify­
ing the sensitivity of membrane signal-transduction systems. 

In this chapter the focus is on possible biochemical mechanisms that may 
be influenced by E M F exposure and not on the direct biophysical interaction 
between the field and membrane molecules themselves. The subject of biophysi­
cal models of interaction has been reviewed elsewhere in this book and in sev­
eral recent reviews (8). In this discussion it is assumed that exposure of cells to a 
field existing in the external cell medium (e.g., the extracellular fluid in an ani­
mal) changes the properties of a susceptible type (or types) of molecule on the 
external surface of the cell membrane and that this change in properties is re­
flected by a change in function of one or more signal-transduction systems exist­
ing in the membrane (4). Other hypothetical biophysical mechanisms such as 
direct magnetic interaction with intracellular metals (9) may also operate either 
in parallel with or alternatively to the models discussed here. 

Receptor-Mediated Signal Transduction 
The cell membrane presents a significant barrier to charged molecules (e.g., 
peptide hormones and neurotransmitters) that may carry a regulatory signal from 
one cell type to another. Similarly, the membrane, because of its high resistance, 
presents a major barrier to electric currents that are flowing in the medium out­
side the cell. The mechanisms developed by living cells to sense the presence of 
signaling molecules outside the cell have many of the properties that are re­
quired to receive an electrical signal as well: for example, sensitivity, amplifica­
tion, rectification, and transduction can be accomplished by the enzyme systems 
residing in cell membranes. The receptors for hormones, neurotransmitters, and 
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growth factors thus are logical targets for examination as the sites of E M F ef­
fects. It is necessary to understand the properties of such signal-transduction 
systems before we examine the possible ways in which EMFs may interact with 
the systems. 

One key feature of membrane signal-transduction systems is that the ac­
tivity of the overall pathway is largely under the control of a protein molecule 
known as a receptor. Receptors bind the signaling agent and pass on the signal to 
other components of the cell. Receptors may or may not have enzymatic activi­
ties of their own. Agents that bind to a receptor are called ligands. In general, 
specific ligands have a high affinity for their receptor, and the target tissue has a 
limited number of receptors; thus the specific binding sites tend to become satu­
rated at low concentrations of ligand. Only specific ligand binding generally 
results in a metabolically relevant response to the signal. The low concentrations 
of receptors in membranes is made up for by an extremely high affinity and 
specificity for the corresponding ligands. The signal-transducing activity of re­
ceptors is biochemically distinct from their ligand-binding properties; often the 
two activities reside in structurally distinct domains of the molecule. Receptors 
are susceptible in most cases to a variety of modulating agents, both intracellular 
and extracellular, such as antagonists, drugs, toxins, ionic composition of the 
medium, and, in the present case, electromagnetic energy. 

In many systems target cells are much less sensitive to a second dose 
of signaling ligand than to the first dose. This phenomenon is known as 
"desensitization" or "downregulation". These two terms are often employed to 
refer to two different mechanisms of decreasing tissue receptor responses. 
Downregulation usually refers to a process that produces a decreased number of 
binding sites for ligand in the tissue. The best established mechanism for this 
phenomenon is internalization and degradation of ligand-receptor complexes. 
Desensitization, on the other hand, refers to a diminished amplification of signal 
by membrane enzymes or other intracellular transduction processes. In several 
well-known systems (e.g., adrenergic receptors), this decrease in transduction 
capacity is mediated by phosphorylation of the receptor. 

Many different biochemical types of receptors exist, each of which util­
izes a different mechanism for transmitting the extracellular signal into the cell 
for further effects on biochemical pathways. Each receptor has, at a minimum, a 
portion of the molecule that binds ligands, a portion of the molecule that pierces 
the cell membrane, and a portion of the molecule that interacts with other intra­
cellular or membrane proteins to modulate their functions. Many receptors also 
have their own enzymatic activities that begin the cascade of events generating 
changes in cell function. Examples of different families of receptors are the ty­
rosine kinase family [e.g., the insulin receptor (10) and the epidermal growth 
factor receptor (11)]; the G-protein-linked receptor family (72), including recep­
tors for epinephrine and many other ligands; the ion-channel receptors (13), 
many of which interact with neurotransmitters; the nerve growth factor receptor 
family (14); the guanylate cyclase family of receptors (15); the tyrosine phos­
phatase family (16); and the Τ cell receptor and homologous receptors for lym-
phokines and cytokines (17). One benefit to the organism that is derived from 
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having such complex mechanisms for membrane signal transduction is that the 
pathways can interact synergistically, a phenomenon known as "cross talk" (18). 
This cross talk increases the degree of amplification of signal and also allows for 
sophisticated control at a multitude of steps. Another benefit is that the multiple 
pathways can interact in feedback loops to help regulate each other. Thus the 
regulation of target tissue response can be at least partly handled by the tissue 
itself, without having to invoke systemwide feedback systems that may produce 
(possibly unwanted) side effects in a number of different tissues. This type of 
regulation is beneficial from both a heuristic and an energetic point of view. 

These receptor families present a significant but still limited variety of 
choices of possible mechanisms for transduction of the signal represented by the 
activated receptor into further intracellular actions. The detailed mechanisms of 
action of the various receptor types are well covered in other reviews (19). In 
this chapter we wil l focus on the ways in which bone cells in our laboratory have 
been found to respond to EMFs and the ways that these findings may illuminate 
the possible mechanisms of E M F effects on other cell types. The primary cell in 
which regulatory agents exert their effects on bone is the osteoblast; the os­
teoblast is in turn controlled primarily by the membrane receptors for parathy­
roid hormone (PTH). These receptors are members of the G-protein-linked fam­
ily and carry out their actions by means of intracellular pathways involving 
adenosine 3',5'-cyclic monophosphate (cAMP), phospholipase C (PLC), protein 
kinase C (PKC), and C a 2 + (20). Evidence suggests that each of these pathways 
can be influenced by EMFs either directly or indirectly (7). Figure 1 depicts key 
points of osteoblast signal-transduction pathways. The key point in PTH action 
is activation of the receptor, which in turn causes activation of at least two GTP-
binding membrane proteins (G proteins). These in turn modulate the activities of 
enzymes that produce modifications in cell activities. The following paragraphs 
describe the G-protein-linked activity of the PTH receptor in osteoblasts. 

Hormone binding induces a change in conformation of the PTH receptor. 
This change in conformation in turn increases the affinity of the receptor for 
membrane-resident G proteins. Many different types of G proteins exist, but they 
all share considerable sequence homology, and their functions are mediated in 
similar ways (21). The stimulatory G protein for adenylyl cyclase is designated 
G s , and the inhibitory one is designated G\. Most evidence suggests that PTH 
primarily modulates the G s protein in osteoblasts. The receptor-activated G s 

protein binds GTP and activates adenylyl cyclase. The c A M P produced by 
adenylyl cyclase diffuses into the cytoplasm, where it binds to the c A M P -
dependent protein kinase (PKA). c A M P binds to the regulatory subunits of A 
kinase and causes dissociation of the protein and release of free catalytic 
subunits. These phosphorylate specific substrate proteins (their identities largely 
unknown in osteoblasts) and thereby lead to changes in their activities. 

In addition to activating G s and adenylyl cyclase, the PTH receptor can 
also activate (by means of a different G protein having different specifici­
ties) P L C , which hydrolyzes the membrane phospholipid phosphatidylinositol 
bisphosphate (PIP2) to yield 1,4,5-trisphosphoinositol (IP3) and diacylglycerol 
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Figure 1. Major signal-transduction pathways in osteoblasts showing sites of 
action of extremely low frequency (ELF) fields fsee text for description). PTE is 
parathyroid hormone; PTHR is PTE receptor; PTH-LP is PTE-like peptide; 
1,250E2D3 is 1,25 dihydroxyvitamin D3; PLC is phospholipase C; PKC is pro­
tein kinase C; DAG is diacylglycerol; PIP2 is phosphatidylinositol bisphosphate; 
IP3 is 1,4,5-trisphosphoinositol; IP4 is 1,3,4,5-tetrakisphosphoinositol; AC is 
adenylyl cyclase; ALPase is alkaline phosphatase; VDR is vitamin D receptor; 
PDE is phosphodiesterase. (Reproduced with permission from reference 47. 
Copyright 1991.) 

(DAG). Both the IP 3 and the D A G from this reaction can serve as second mes­
sengers (22). D A G activates a cellular protein kinase known as P K C (25). P K C 
phosphorylates a different set of proteins from protein kinase A (PKA), and this 
phosphorylation leads to a separate pattern of activities in the cell. The phorbol 
ester family of tumor promoter molecules, which are structural analogs of D A G , 
activates P K C independently of ligand-receptor signal transduction (24) and 
thereby produces inappropriate growth regulation in cells. Phorbol esters have 
been shown (25) to mimic some of the actions of P T H in bone cells by activating 
the P K C enzyme pathway. IP 3 also acts as a second messenger in bone cells (19) 
by interacting with receptors on intracellular membranes to release free C a 2 + 

from intracellular stores (probably endoplasmic reticulum or a related vesicular 
organelle). This release can raise intracellular free C a 2 + by as much as tenfold 
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(i.e., from around 10~7 M to about ΚΓ 6 M) . This increase in turn can activate a 
variety of Ca2+-dependent processes such as calmodulin-dependent protein 
kinases and/or phosphodiesterases. IP 3 also can be both phosphorylated and 
dephosphorylated to form other active metabolites, for example, 1,3,4,5-
tetrakisphosphoinositol (IP4), which seems to stimulate C a 2 + influx and efflux 
across the plasma membrane by opening ligand-gated and possibly also voltage-
gated ion channels. 

Importance of Phosphorylation in Signal Transduction 

Regulation of the phosphorylation status of intracellular proteins is a key feature 
of the vast majority of signal-transduction pathways (26). The structures and 
functions of receptors, enzymes, structural proteins (e.g., microtubules), and 
intracellular modifiers (e.g., transcription factors) can be altered dramatically by 
phosphorylation. Changes in activity also can be brought about by removal of 
phosphate from previously phosphorylated proteins (phosphatase activity). Pro­
teins may possess multiple possible phosphorylation sites, each of which may be 
phosphorylated or dephosphorylated by a different panel of enzymes. This prop­
erty leads to a multiplicity of different possible phosphorylation states for most 
proteins regulated by phosphorylation. A variety of different activities may in 
turn be associated with the different possible phosphorylation states of each 
protein. Thus different signal-transduction pathways can modulate the same 
proteins in different ways, by activating different patterns of protein kinases and 
protein phosphatases. Because of the multiplicity of possible regulation levels, 
signal-transduction pathways have great flexibility in responding to diverse 
needs of the organism. 

Protein kinases regulated by signal-transduction pathways are ubiquitous 
both in their number and in their substrate specificity; moreover, protein phos­
phatases may be nearly as universal (27). Signal-transduction pathways can 
modulate these kinases and/or phosphatases directly, as a result of processes set 
in motion by ligand binding to receptors, or indirectly, for example by stimulat­
ing the transcription of genes for kinase or phosphatase enzymes. Moreover, the 
response to signals may be determined by the preexisting phosphorylation state 
of receptors or other molecules participating in the pathway. Many of the inter­
actions between pathways referred to already are commonly manifested at the 
level of phosphorylation or dephosphorylation of intermediate modifiers com­
mon to the interacting pathways (e.g., the kinase and phosphatase enzymes 
themselves). Thus, phosphorylation and dephosphorylation may be said to be 
central regulatory mechanisms by which many i f not all signal-transduction 
pathways function and interact in the cell. Actual identities, however, are known 
for only a few of the multiple intracellular proteins phosphorylated or dephos­
phorylated in response to regulatory ligands. This area of research is active and 
expanding. 
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Regulation of Cell Growth 
The relationships between signal-transduction processes, cell growth, differen­
tiation, and neoplastic transformation of cells are far too complex for thorough 
discussion here. However, in the current context, two points should be made: 
first, many genes known to be oncogenes are clearly analogous to either hor­
mones/growth factors or hormone/growth factor receptors. Second, intracellular 
regulatory pathways such as the cell division cycle discussed already and the 
promotion of differentiation and gene expression are very likely to be modulated 
by a multitude of signal-transduction pathways both in normal cells and in neo-
plastically transformed cells. For example, the well-known "tumor suppressor" 
R B gene product (28) not only acts as a cell cycle regulatory element but also 
undergoes a cell-cycle-dependent phosphorylation reminiscent of the cdc2 
kinase (29). Moreover, the R B gene product is phosphorylated (inactive) in cells 
in which proliferation is induced by tumor promoters or differentiation agents 
that activate signal-transduction pathways, including P K C (30, 31). The R B gene 
product in turn appears to regulate the expression of c-fos, a transcriptional 
regulatory factor whose expression is tumorigenic, whose activity is regulated by 
phosphorylation, and which is the cellular homolog of one of the most potent 
viral oncogenes (32). These and many other examples suggest an intimate con­
nection between signal-transduction pathways and the induction of tumorigene-
sis (33). Clearly, any environmental influence (e.g., EMF) that modifies signal-
transduction pathways in normal cells could also influence the potentially tu­
morigenic pathways in susceptible cells, either by enhancing the likelihood of 
transformation by other tumorigenic stimuli or by acting in a directly tumori­
genic manner. 

Potential Interactions of EMFs with Signal-Transduction 
Pathways 

Figure 2 summarizes several hypothetical ways in which low-energy EMFs 
could interact with membrane molecules to modulate or disrupt signal-
transduction processes, by using the activation of adenylyl cyclase as a model 
(34). Each of the potential interactions with this signaling system could also be 
involved in interactions of extremely low frequency (ELF) EMFs with similar 
steps in other mechanisms of signal transduction. The model is based on the as­
sumption that low-energy E M F effects are initially localized to the cell mem­
brane. Possible interactions include the following. 

1. Ligand binding could be modified because of interactions of the field 
either with free ligand or with the receptor. Possible charge flows due to 
field oscillations or cyclotron resonance might produce changes in the 
conformations of protein domains critical for binding. Alternatively, 
changes in the membrane-extracellular fluid interface could produce less 
specific alterations in the binding constants of the reaction. 
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Figure 2. Possible interactions between ELF fields and signal transduction by 
the G-protein-linked adenylyl cyclase activation system. See text for description. 
(Reproduced with permission from reference 47. Copyright 1991.) 

2. The conformational changes associated with activation of the receptor 
might be disrupted by E L F fields due to changes in membrane charge or 
phospholipid composition. Alternatively, the field might induce a spe­
cific change in receptor conformation, which would prevent both binding 
and activation by ligand. In some cases the receptor might be induced to 
undergo premature desensitization (or desensitization might be post­
poned and thus lead to enhanced activity of the receptor). 

3. Membrane fluidity might be changed either directly (e.g., by field-
induced changes in charge distribution of phospholipid groups) or indi­
rectly (e.g., by changes in intracellular phospholipid synthesis). This 
fluidity change in turn would lead to changes in the association kinetics 
of the separate protein components needed to form the ternary complexes 
required for activation of adenylyl cyclase. 

4. The properties, kinetics, and/or phosphorylation state of the G protein or 
its subunits could be altered. For example, even small changes in the 
GTPase activity of the <xs GTP complex could produce significant 
changes in cellular levels of cAMP. Changes in protein configuration or 
membrane charge or fluidity induced by the field could alter the reasso-
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ciation kinetics of the G protein subunits or their interaction with other 
proteins. Similarly, the actions of the adenylyl cyclase enzyme itself 
could be modulated by the field in ways similar to the modulation of re­
ceptor or G proteins. 

5. The activity of adenylyl cyclase, P L C , P K C , or other membrane-
associated "amplifier" enzymes could be changed by direct interaction of 
the field with the membrane portions of the enzymes. Alternatively, 
synthesis of these enzymes could be modulated indirectly by interaction 
of E L F fields with the regulatory pathways controlling their transcription 
or translation. 

6. The rate or pattern of phosphorylation of the receptor, and thus its activ­
ity, desensitization, internalization, recycling, or resynthesis, could be 
altered. These changes again either could be direct effects of E L F fields 
or could be mediated by the interaction of E L F fields with other signal-
transduction pathways required for receptor phosphorylation. 

Effects of EMFs on Signal Transduction in Bone 
Although the effects of E L F fields at the tissue level have been clarified some­
what by research over the past two decades, the primary biochemical and bio­
physical effects at the molecular or ionic level remain obscure. One clear likeli­
hood for the effects of E L F fields on bone is that the plasma membrane of 
osteoblasts is likely to be the major site of action. Our laboratory has studied the 
effects of EMFs on bone cell function in vitro for a number of years. Our work 
has shown (7) that the pulsed E M F (PEMF) used in the most widespread clinical 
fracture treatment devices (55) produces activation of mouse osteoblasts in vitro 
by means of a strong inhibition of P T H responsiveness in the cells (36), leading 
to increased synthesis of collagen (57), decreased levels of bone resorption, and 
accelerated differentiation of osteoblasts from stem cells (38). The effects of 
EMFs on PTH responses were shown to be consistent with decreased coupling 
of receptors to adenylyl cyclase via the stimulatory G protein (39). Forskolin and 
cholera toxin had no effects on the changes induced by EMFs; this finding indi­
cated that the hormone receptor, rather than some other component of the mem­
brane signaling pathway, was the probable locus of the effects. Associated stud­
ies (34) using flow cytometry and immunohistochemistry indicated that 
exposure to EMFs produced a change in the accessibility of some PTH receptor 
epitopes to monoclonal antibodies; this behavior suggested that the fields induce 
a relatively persistent conformational change in the medium-accessible domains 
of the receptor and a corresponding decrease in signal-transduction capacity (i.e., 
desensitization). We proposed (7) that some or all of the fracture-healing effects 
of these devices in vivo may be due to localized desensitization of osteoblasts to 
endogenous PTH at the site of application of the electromagnetic energy. 

The probability that the effect of EMFs on PTH responsiveness is specific 
to the membrane is increased by our previous observations (37) that the effects 
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of 1,25-dihydroxyvitamin D 3 and dexamethasone on collagen synthesis by bone 
cells were not modified by E M F exposure; both of these agents act primarily by 
means of cytosolic nuclear receptors rather than membrane receptors. Moreover, 
the effect appears to be receptor-specific because E M F exposure did not change 
the responses of the cells to insulin or prostaglandin E 2 (57, 38). However, the 
exposure of bone cells to E M F did modify the responsiveness of the β-
adrenergic receptor (40). Thus these data are consistent with the hypothesis that 
EMFs may act at the membrane surface to cause a change in conformation of G-
protein-linked receptors. 

In more recent experiments we have begun (40) to extend the findings 
obtained with clinical field generators, both to lower field strengths and to the 
60-Hz sine wave alternating field most commonly encountered in environmental 
and occupational settings. We have done a series of experiments similar to those 
reported in reference 36 using a 60-Hz, 1.0-G sine wave field. This field caused 
a significant inhibition of c A M P accumulation in osteoblasts in response to PTH 
at 10~9 M (40). A similar effect was observed on isoproterenol responses, that is, 
a desensitization of the β-adrenergic receptor at low drug doses but not so strong 
an inhibition at higher doses. These findings suggest that a similar process oc­
curs with the 60-Hz, 1-G field as we have already observed in cells exposed to 
pulsed fields at -10 G. 

We have also begun to investigate the effects of the 1-G, 60-Hz sinusoi-
dally varying magnetic field on activities of the signal-transducing enzymes 
P K C and P K A . Interestingly, exposure to the 1-G field had a very rapid and 
profound effect on P K C activity in these cells, indeed a much stronger effect 
than on the c A M P responses. Our initial findings (41) were that exposure to the 
field for times of 1 min to 24 h caused a transient activation, followed by pro­
gressive downregulation of P K C activity associated with the particulate fraction 
of the cell (usually interpreted as the fraction containing membrane-associated, 
activated PKC). When combined with our previous observations of the effects of 
EMFs on PTH receptor function, the current results support the hypothesis that 
EMFs may produce cellular responses by specifically modulating the conforma­
tion of G-protein-linked membrane receptors and thus perturbing associated sig­
nal-transduction processes. These findings have led us to hypothesize (7) that G-
protein-linked receptors may be a particular target for the interaction of EMFs 
with cell membranes in responsive cells. 

Changes in the functions of G-protein-linked receptors can be a factor in 
cell transformation as well as immediate cellular activities. Overexpression of 
the serotonin receptor, for example, has been shown (42) to cause neoplastic 
transformation of cells. G-protein-linked receptors also can be influential in 
controlling cell growth and development (43\ for example, by controlling gene 
expression via transcriptional regulators (t.g.,fos and CREB) that are phospho­
rylated by P K C , P K A , or both. Very small changes caused by EMFs in the sur­
face charge distribution of cells bearing G-protein-linked receptors (44) could 
possibly lead to significant changes in the signal-transduction properties of those 
receptors. If substantiated, this hypothesis would ameliorate objections that low-
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energy fields are too weak to have any biological effects because the energy 
needed to produce small (but functionally significant) conformational changes in 
surface domains of membrane proteins may be very low indeed. 

Possible Mechanisms for EMF Effects on Bone Signal 
Transduction 

On the basis of observations of the biochemical effects of electromagnetic fields 
on bone in vitro, this laboratory has developed a hypothetical model for the ways 
in which bone may be induced to heal in vivo (Figure 3). One key observation is 
that osteoblasts exposed to PEMFs for as little as 10 min exhibit a persistent 
desensitization to the effects of PTH on adenylyl cyclase. This desensitization 
occurs in the absence of decreases in the total amount of adenylyl cyclase en­
zyme, in the number of hormone receptor sites, in the affinity of the hormone for 
the receptor, or in the fractional occupancy of the PTH receptor by hormone. 
Studies using biochemical probes of G protein coupling indicate that the ability 
of bound hormone-receptor complex to activate G protein α-subunits is im­
paired by treatment of the osteoblast with PEMFs. This desensitization of the 

Figure 3. Summary of observed effects of low-energy EMFs on osteoblast signal-
transduction pathways showing effects on PTH responses. (Reproduced with 
permission from reference 48. Copyright 1994.) 
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P T H receptor results in an elevated rate of synthesis of collagen by the os­
teoblast and a decreased rate of bone resorption by osteoclasts. Both of these 
effects would tend to increase the amount of bone in a localized area exposed to 
PEMFs in vivo, and these effects are in fact observed in healing bone under 
clinical circumstances. 

Some potential clues exist to the possible molecular mechanism of PTH 
receptor desensitization by E L F fields. For example, in studies using monoclonal 
antibodies specific for the PTH receptor, we have observed that treatment with 
PEMFs produces changes in the expression of certain receptor determinants that 
are similar to changes observed in cells desensitized by treatment with hormone 
analogs. The receptor determinants whose expression is modified by E L F EMFs 
appear to be homologous to the signal-transduction domains of other G-protein-
linked receptors. Desensitization of other G-protein-linked receptors is known to 
be associated with changes in the configuration of the transmembrane domains 
adjacent to intracellular phosphorylation sites; these configurational changes 
lead to phosphorylation of the receptor by intracellular enzymes. These findings 
suggest that E L F field treatment may change the conditions at the cell membrane 
surface in some as-yet-unknown way, such that the configuration of key residues 
of the PTH receptor is changed, leading to desensitization (possibly by phospho­
rylation) of the receptor and thus a shift in the balance of osteoblast activities 
toward increased bone formation. 

Recent studies by this laboratory (41) suggest that a key site of action of 
E L F EMFs may be the P K C enzyme. We have shown that 60-Hz sine wave 
EMFs of 1.0 G can produce the same levels of PTH receptor desensitization as 
the clinical bone-healing devices and, most interestingly, that this desensitization 
is accompanied by a rapid decrease in P K C activity. Because P K C is believed to 
be the key enzyme involved in desensitization of the PTH receptor in bone cells 
(45, 46), these data suggest that effects of EMFs on P K C could be an important 
step in the signal-transduction cascade that results in increased bone formation. 
The possibility that P K C may be modulated by electromagnetic energy in other 
tissues is also under study. More broadly, it wi l l be of interest to examine 
whether G-protein-linked receptors in general are particularly sensitive to the 
effects of E L F EMFs. If so, then a wide range of E L F field effects on hormonal, 
neural, and neurohormonal processes may become more amenable to direct mo­
lecular investigations. 
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Melatonin Suppression by Time-Varying 
and Time-Invariant Electromagnetic 
Fields 

Russel J. Reiter 

Department of Cellular and Structural Biology, University of Texas Health 
Science Center, San Antonio, TX 78284-7762 

This chapter reviews the experimental evidence that shows that both 
time-varying and time-invariant electromagnetic field exposures 
suppress the production and secretion of the pineal hormone mela­
tonin in experimental animals. In general, the evidence that magnetic 
fields alter the circadian production of melatonin is more substantial 
than the data illustrating the ability of electric field exposure to sup­
press melatonin. The chapter also discusses potential mechanisms by 
which the fields couple to the organism, and it considers the signifi­
cance of the melatonin changes with regard to the reported in­
creased cancer risk in individuals exposed to an elevated electro­
magnetic environment. 

TH E PINEAL G L A N D , a neuroendocrine organ located near the center of the 
human brain, produces and secretes an important hormone, melatonin. This 

gland is also present as a neuroectodermal outgrowth of the central nervous sys­
tem of other mammals. The ability of the pineal gland to produce melatonin is 
directly related to the amount of visible electromagnetic radiation (i.e., light) 
detected by the eyes. Light exposure is always associated with minimal synthesis 
of melatonin in the pineal gland, whereas during darkness the production and 
secretion of the hormone increases. Because during the night blood melatonin 

0065-2393/95/0250-0451$12.00/0 
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levels are higher than they are during the day, melatonin has been referred to as 
the chemical expression of darkness (7). 

More than a decade ago both power-frequency electric (E) fields (2) and 
static magnetic (B) fields (3) were, like light, reported to inhibit the production 
of melatonin by the pineal gland. Subsequently, time-varying Β fields were also 
shown (4) to be effective in suppressing the synthesis and secretion of the pineal 
hormone melatonin. These initial reports set the stage for a flurry of studies; 
some confirmed the original observations, but others did not. 

In general, the melatonin rhythm is considered to be highly stable, and 
therefore the fact that it was reportedly altered by very low energy electromag­
netic fields was surprising. Likewise, the findings were important because the 
hormone melatonin has been functionally linked to a large number of important 
physiological events (5) including the suppression of cancer (6). Thus, very 
early a potential connection between the reported increased cancer risk (7) asso­
ciated with electric residential wire codes in epidemiology studies and the sup­
pression of melatonin was implied. This possibility has attracted even more at­
tention in recent years (8). 

The purpose of this brief review is to examine the published data related 
to the inhibition of melatonin production in the pineal gland of animals acutely 
or chronically exposed to Ε οτ Β fields and to consider the mechanisms by which 
the fields interact with the system in question. Additionally, the potential conse­
quences of a modification of the melatonin cycle wil l be summarized. 

Pineal Melatonin Synthesis and Secretion 
Because the pineal gland responds to the prevailing light-dark cycle, and inas­
much as the gland in mammals is not directly light-sensitive, it was not surpris­
ing when an anatomic (and functional) connection was found between the eyes 
and the pineal gland. Thus, light detected by the retinas is transferred through the 
central and peripheral nervous systems to eventually end in the pineal gland. 
This circuitous pathway includes neuronal synapses in the suprachiasmatic nu­
clei (SCN or biological clock) of the hypothalamus and also involves fibers in 
the peripheral sympathetic nervous system (9). As noted already, retinal activa­
tion by light results in minimal pineal production of melatonin, whereas at night 
synthesis and secretion of the hormone increases (7). These changes in the meta­
bolic activity of the pineal gland are reflected in blood levels of melatonin 
(Figure 1). Acute light exposure at night, like daytime light, quickly inhibits the 
production of melatonin in the pineal gland followed by a drop in circulating 
melatonin levels (10). 

In the pineal gland, melatonin is a product of the metabolism of the amino 
acid tryptophan. After its uptake by the endocrine cells of the pineal gland, 
the pinealocytes, tryptophan is quickly converted to serotonin (5-hydroxytryp-
tamine), a monoamine that is in very high concentrations in the pineal (77). 
Serotonin is the common precursor for several potential secretory products of the 
gland, but the only documented hormone produced by this organ is melatonin. 
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Figure 1. Twenty-four-hour rhythms in melatonin in the blood of four adult hu­
man males. Melatonin levels are always higher at night than during the day; 
however, the amplitude of the nighttime melatonin rise, as shown in this figure, 
varies between individuals. Within an individual, the melatonin rhythm is highly 
reproducible. 

Serotonin is converted to melatonin by a two-step process initially involving the 
#-acetylation of serotonin by the enzyme iV-acetyltransferase (NAT) (Figure 2). 
The product of the action of N A T is #-acetylserotonin, which is O-methylated 
by the enzyme hydroxyindole-O-methyltransferase (HIOMT) to form melatonin 
(12). At night, as the production of melatonin increases, the concentration of its 
precursor (i.e., serotonin) drops. Thus, the pineal concentrations of serotonin and 
melatonin are characteristically inversely related. Once melatonin is formed, it is 
quickly released from the pinealocytes into the blood presumably by simple 
diffusion, because it is a highly lipophilic molecule. As a result, blood levels of 
melatonin are generally considered to be a good indicator of ongoing melatonin 
synthesis in the gland (7, 72). 

Besides its metabolic conversion to melatonin, serotonin in the pineal 
gland can be oxidatively deaminated via a pathway that is usually evaluated by 
measuring pineal levels of 5-hydroxyindole acetic acid (5-HIAA). Also, sero­
tonin can be acted upon directly by HIOMT with the resultant formation of 5-
methoxytryptamine, a compound that has been proposed as a pineal hormone. 
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Figure 2. Diagrammatic representation of tryptophan metabolism in the pineal 
gland. The intermediate, serotonin, is metabolized via two pathways; that is., by 
monoamine oxidase (MAO) to 5-hydoxyindole acetic acid and by N-ace-
tyltransferase (NAT) and hydroxylindole-O-methyltransferase (HIOMT) to 
melatonin. The most important pathway, and certainly the one that is most appli­
cable to the current report, is the conversion of serotonin to melatonin. Also rep­
resented is the reduction of melatonin in animals exposed to electromagnetic 
fields (see text). AAAD is aromatic amino acid decarboxylase; TH is tryptophan 
hydroxylase. 

Time-Varying Ε Field Effects on Melatonin 
When Wilson and colleagues (2) described the inhibition of pineal melatonin 
concentrations in rats exposed to 60-Hz Ε fields, their evidence was the first to 
indicate that electromagnetic field wavelengths outside the visible range affected 
pineal metabolic activity. In this study, rats were exposed to a 39-kV (effective 
strength) field in a well-grounded exposure system in which the animals never 
experienced electrical shocks. The field was on 20 of each 24 h, and the expo­
sure was chronic (30 days). After this period of exposure, nighttime pineal levels 
of melatonin, as well as the activity of the rate-limiting enzyme in melatonin 
synthesis, N A T , were significantly depressed. The changes were not totally 
uniform, and to achieve statistically significant differences the data from two 
nighttime points had to be combined. The control animals were indeed sham-
exposed, having been placed in an exposure facility that was not energized. A l -
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though the study initially claimed an effective field strength of 39 kV/m, an erra­
tum appeared two years later that corrected this value to 1.7-1.9 kV/m (75). 

Wilson et al. (2) surmised that the responses of the pineal gland to sinu­
soidal Ε fields involved mechanisms similar to those related to the light sup­
pression of melatonin. This conclusion implied that the retinas were the likely 
sites of coupling of the fields to the organism although the authors never actually 
made this claim. 

The original publication was followed by another report by the same 
group in which they studied the time course of the change in pineal melatonin 
after rats were exposed to a 39-kV/m, 60-Hz Ε field (14). Rather than waiting 30 
days to collect pineals, in this study the authors measured melatonin levels in the 
pineals of rats exposed for either 1, 2, 3, or 4 weeks. In this study they observed 
a gradual reduction in nocturnal melatonin over time with the suppression being 
significant after both three and four weeks of exposure. Whereas this study 
served as a confirmation of their original report, it also strongly suggested that 
the mechanism of the induced suppression by Ε fields was different from that by 
which light reduces the ability of the gland to convert serotonin to melatonin. In 
light-exposed animals, light exposure at night is followed by a rapid shutdown of 
pineal synthetic mechanisms with a similar quick reduction in melatonin (15). In 
the study of Wilson et al. (14) the animals had to experience 3 weeks of expo­
sure to Ε fields (20 h/day) before a significant drop in melatonin was recorded. 

With these two studies as a backdrop, another experiment was done on 
newborn animals exposed to sinusoidal Ε fields to determine whether exposing 
pregnant rats and, following their delivery, the young for 23 days, would com­
promise the development of the pineal melatonin cycle (16). Usually the cir-
cadian melatonin rhythm in 23-day-old rats is similar to that seen in adult ani­
mals (12). In this case three different field strengths were employed: 10, 65, or 
130 kV/m. Control animals were sham-exposed as in the previous reports. This 
experiment showed that whereas all three experimental Ε fields (10, 65, and 130 
kV/m) reduced nighttime pineal melatonin levels, the suppressions were very 
slight and occurred at only one time point during the night. This observation, 
although not directly contradictory to the original observations, raised some 
questions about the earlier findings. 

This doubt was further strengthened when the same group that had pub­
lished the 1981 (2) and 1986 (14) papers failed to confirm their own findings 
(17). In the presentation of the new data, the authors were at a loss to explain the 
different outcomes of the experiments. What was particularly perplexing was 
that all the studies seem to have been carefully done and the same exposure fa­
cility was used for all experiments. 

More recently, Grota et al. (18) completed a comprehensive study related 
to the interaction of 60-Hz Ε fields with pineal melatonin production in rats. 
This study was designed specifically to duplicate the experiments of Wilson and 
co-workers (2, 14) at another site. The duration of exposure was 30 days, and the 
field strength was 65 kV/m. Control animals were appropriately sham-exposed. 
At the conclusion of the exposure, pineal and plasma melatonin levels were 
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measured as were the two pineal enzymes, N A T and HIOMT, involved in the 
conversion of serotonin to melatonin. In this carefully conducted study, no ef­
fects of the sinusoidal field exposure in terms of nocturnal pineal melatonin, 
N A T activity, or HIOMT activity were apparent (18); a small drop in blood 
melatonin concentrations was recorded. On the basis of these results the authors 
concluded that no compelling evidence suggests that the time-varying Ε fields 
alter the circadian production of melatonin. 

Enthusiasm for the notion that purely sinusoidal Ε field exposure inter­
feres with the ability of the mammalian pineal gland to produce melatonin has 
waned. As a consequence, few i f any follow-up experiments are currently being 
conducted. 

Time-Invariant (Static) Β Field Effects on Melatonin 
Perturbed static magnetic fields have been frequently used (19, 20) as an ex­
perimental paradigm to alter the melatonin-forming ability of the pineal gland. 
The first of these studies dates back to the early 1980s when Semm (21) and 
Welker and co-workers (3) found that the mere inversion of the geomagnetic 
field induced a reduction of nocturnal melatonin in both the pineal and blood as 
well as a drop in the activity of the enzyme that iV-acetylates serotonin. These 
were acute studies with the exposure to the inverted field usually lasting for less 
than 120 min. At least in the Welker et al. (3) study the pineal seemed to become 
refractory to the inverted field within about 120 min even when the geomagnetic 
field remained inverted. 

The circumstances under which perturbed geomagnetic fields impede the 
melatonin-forming ability of the pineal gland were further defined in a series of 
studies by Olcese and colleagues (22, 23). Nighttime pineal N A T activity and 
melatonin levels in rats were found to be suppressed after the exposure of the 
animals to a 50° rotation of the horizontal component of the geomagnetic field 
for 30 min, but this suppression did not occur in rats that had been optically 
enucleated. The inference of this finding, and certainly one espoused by the 
authors (22, 23), was that the eyes serve as magnetoreceptors that subsequently 
signal the reduction in melatonin production. In support of this concept, Reuss 
and Olcese (24) found that weak background red illumination was also a factor 
required for the perturbed geomagnetic fields to change pineal melatonin syn­
thesis. Although the importance of the eyes as a coupling organ for Β fields with 
the organisms remains unproven, we have proposed that, i f true, the isomeriza-
tion of 11-cw-retinal to all-fraras-retinal in the rod photoreceptor could be the 
chemical event that initiates the processes that eventually reduce nocturnal pin­
eal melatonin formation (25). The isomerization of 11-cw-retinal requires very 
low energy input and leads to the activation of the photopigment rhodopsin; this 
activation is presumed to be the initial event in light-induced melatonin inhibi­
tion. Implicit in this proposal is that perturbed Β fields change the conversion of 
serotonin to melatonin by the same means that acute light exposure does at night. 
This assumption, however, remains unproven. 
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Systemic factors seem to interfere with the ability of a changed geomag­
netic field to alter pineal metabolic activity in rodents. Thus, in the only study in 
which the Syrian hamster was used (26) in lieu of rats to test Β field effects on 
melatonin production, no change was reported; this result implies species speci­
ficity. Melatonin production in the pineal gland of the Syrian hamster is, like that 
in the rat, very sensitive to light inhibition (15). 

Cutaneous pigmentation has also been reported (26) to be a significant 
factor in determining the sensitivity of the Mongolian gerbil (Meriones unguicu-
latus) to time-invariant Β fields (26). When both albino and pigmented gerbils 
were exposed to a 60° rotation of the horizontal component of the Earth's mag­
netic field for 30 min, only in the albino animals was a drop in melatonin meas­
ured. Further confounding the findings in this report was the observation that 
only in the males, but not in the females, were pineal melatonin levels sup­
pressed (26); yet in both males and females pineal N A T activity was lowered as 
a consequence of the exposure. Such variable findings without seemingly a 
sound physiological explanation make generalizations concerning interactions of 
the static Β field with the pineal gland difficult. 

Using pineal metabolic parameters in addition to melatonin and N A T , 
Lerchl and co-workers (27) showed that the exposure of both rats and mice to 
intermittent changes in the Earth's static Β field caused changes consistent with a 
drop in melatonin synthesis. Thus, when the animals were exposed, at night, to a 
repeatedly inverted (at 5-min intervals) horizontal component of the geomag­
netic field (0.4 G or 40 μΤ) for 1 h, serotonin and 5-HIAA levels accumulated in 
the pineal gland. These findings signal a reduction in the conversion of serotonin 
to melatonin and thus lead to a buildup of serotonin and its subsequent metabo­
lism via an alternate pathway to 5-HIAA. This study provided additional support 
for the notion that time-invariant Β fields are effective, at least under some 
conditions, in curtailing the ability of the pineal gland to synthesize its most im­
portant hormone, melatonin. 

As a follow-up to this report, Lerchl et al. (28) examined the possible pa­
rameters of the Β fields that may be important in signaling the organisms of a 
change in the electromagnetic environment. They repeated their earlier studies 
with a couple of variations in the exposure parameters. In their initial studies and 
in half of the animals used in the second set of experiments, the geomagnetic Β 
field was "rapidly" inverted (dB/dt = 7.5 ms) intermittently for 1 h at night. The 
remaining half were also exposed to a repeatedly inverted Β field, but the inver­
sion occurred over a 1-s interval; these were referred to as "slowly" inverted 
fields. The significance of these different type inversions is as follows. When the 
Β field is rapidly inverted, weak electrical currents (eddy currents) are produced 
in the animals. Conversely, when the fields are slowly inverted, little or no eddy 
current is induced. The question being asked in this study was whether the in­
duced electric currents were operative in causing the pineal melatonin changes. 

The induced electric currents seemed to be operative in causing these 
changes in that the rapid dB/dt, which produced eddy currents, induced a reduc­
tion in pineal N A T and melatonin (Figure 3) and an elevation in pineal serotonin 
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ELECTROMAGNETIC FIELDS 

NAT ACTIVITY MELATONIN 

Time (sec) Time (me) 

CHARACTERISTICS OF THE GENERATED MAGNETIC FIELDS 

Figure 3. Pineal NAT and melatonin reductions following the exposure of rats to 
intermittent magnetic (B) fields at night. The fields were either inverted 
"rapidly" (AA) or "slowly'* (MA). Only the rapidly inverted fields reduced pin­
eal serotonin metabolism. Also shown is the voltage required to invert the geo­
magnetic Β field as well as the field strength. These findings suggest that the in­
duced electric current may be causative in the observed pineal changes. 
(Reproduced with permission from reference 19. Copyright 1992.) 
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and 5-HIAA. None of these changes were seen when rats were exposed to re­
peatedly inverted fields in which the inversions occurred slowly. The implication 
of these findings is that induced electric currents may be the mechanism that 
couples Β fields to the organism (Figure 3). This report (28) is one of the first to 
be designed to specifically test for a coupling mechanism of perturbed Β fields, 
and i f confirmed in similar studies in other laboratories, it could represent a very 
significant finding. 

Some of the variability in the response of the melatonin-generating system 
to Β fields may relate to the timing of exposure. According to Yaga et al. (29), 
the pineal gland at night becomes progressively more sensitive to Β field pertur­
bations as the night is prolonged. Thus, when rats were exposed to rapidly in­
verted Β fields either early in the night, at mid-dark, or late in the dark period, 
only at the mid- or late-dark times was melatonin significantly depressed; fur­
thermore, the suppression was greater at late dark than at mid-dark. Hereafter, 
studies designed to test the ability of Β fields to change pineal gland activity 
should take into account the time the exposure is done 

Many of these studies implied that the eyes may serve as the magnetore-
ceptors for the Β field effects on the pineal gland. However, isolated cultured 
pineal glands also responded to Β field changes with a reduced melatonin syn­
thesis (30). This finding does not prove, however, that in intact animals the eyes 
are not important coupling site for Β fields. 

Time-Varying Β Field Effects on Melatonin 

Because most electromagnetic fields to which humans and animals are exposed 
are sinusoidal, interest in time-varying fields in reference to possible changes in 
physiology are of special importance. Surprisingly, however, rather few studies 
have used time-varying Β fields in the experimental setting to examine their ef­
fect on the pineal gland. 

According to Kato and colleagues (5i, 32), 50-Hz circularly polarized Β 
fields, but not 50-Hz horizontal or vertical Β fields, reduce plasma and pineal 
melatonin levels in rats. The study in which circularly polarized fields were used 
was very complete in the sense that a range of field strengths was used (0-120 
μΤ) on a large number of rats. Also, both daytime and nighttime pineal and 
blood melatonin levels were examined. The animals were continually exposed to 
these fields for 6 weeks (except for twice weekly 2-h intervals). Examination of 
blood melatonin levels estimated by radioimmunoassay indicated that fields 
strengths of 1 μΤ or greater altered melatonin levels. Unexpectedly, daytime 
pineal levels of this hormone were actually slightly, albeit statistically signifi­
cantly, elevated. This unexpected finding detracts somewhat from a report that 
otherwise is of considerable interest. Although melatonin levels were lower in 
animals exposed to a variety of field strengths, no dose-response relationship 
was observed. 

In contrast to these 50-Hz rotating vector Β fields, as already mentioned, 
neither 50-Hz horizontal nor vertical field exposure influences melatonin in rats 
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(52). These studies seem to have been well-controlled. Without specifying why 
these fields failed to depress melatonin whereas the 50-Hz circularized polarized 
fields did, the authors merely assumed that the outcomes differed because of 
differences in magnetic field characteristics. 

As part of a study related to the ability of 50-Hz Β fields to promote 
mammary carcinogenesis in rats, Mevissen et al. (33) also measured a significant 
reduction in the nocturnal serum concentrations of rats. The field strength in this 
experiment was 0.3-1 μΤ, and the duration of exposure was 91 days. Melatonin 
was measured in these studies because it is generally considered to be an on-
costatic agent (6) and thus, i f lowered by the field exposure used, a high inci­
dence of tumorigenesis would be expected. 

Perhaps the most unique sinusoidal Β field exposure to reportedly curtail 
melatonin production is that used by Yellon (34). This worker used a 60-Hz, 1-G 
horizontal magnetic field during the day to test its effect on the subsequent 
night's melatonin rhythms. In this case the species employed was the Djungarian 
hamster (Phodopus sungorus), and the exposure duration was 15 min, beginning 
2 h before darkness onset. The control animals were appropriately sham-
exposed. On the night following the daytime exposure, both pineal and serum 
melatonin levels were lower in the experimental compared to the control animals 
in the first study. When the experiment was replicated, similar results were ob­
tained, with the melatonin values again being depressed. A second replicate, 
however, failed to confirm the results of the previous two experiments. These 
perplexing observations have no obvious explanation, but presumably some ex­
posure parameter must have varied among the experiments or some technical 
failure must have occurred. Interestingly, the suppression of melatonin that 
Yellon (34) observed in the first two studies has been confirmed in an indepen­
dent laboratory (35). 

Although only a preliminary report, Graham et al. (36) claimed that in 
humans as well blood melatonin levels may be lowered by time-varying Β field 
exposure. The fields used were 60-Hz, 200-mG fields that were intermittently 
turned off and on during the night. The suppression of circulating melatonin was 
noted only in individuals who had an inherently dampened nighttime melatonin 
rise (Figure 1). Also, maximal suppression occurred later in the dark phase, 
similar to earlier observations made in rats (29). These important studies on hu­
mans require replication and extension. 

Combined Time-Varying Ε and Β Field Effects on Melatonin 
A small number of studies have examined potential melatonin changes following 
the exposure of animals to a combined sinusoidal Ε and Β field. In a very thor­
ough and well-controlled study, 10 female Suffolk lambs were caged under a 
500-V transmission line between the ages of 2 and 10 months (37). The respec­
tive mean Ε and Β fields were 6 V/m and 40 mG. Control lambs were housed in 
similar pens 229 m from the transmission lines, where the ambient Ε and Β 
fields were <10 V/m and <0.3 mG, respectively. During the course of the 8-
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month study, blood melatonin levels were measured at eight different 48-h inter­
vals. Serum progesterone levels were also measured to assess the onset of pu­
berty. At each 48-h blood collection, the 24-h patterns of melatonin were similar 
between experimental and control animals. Likewise, the animal caged under the 
high-voltage line reached puberty at the same average age as the cage-controlled 
ewes. The results of these studies obviously do not support the contention that 
the continuous exposure of sheep to combined low-intensity Ε and Β fields has 
an influence on either the circadian production and synthesis of melatonin or on 
pubertal onset. 

Contrasting results were obtained when rapidly pulsed combined Ε and Β 
fields were employed in a study using baboons. When baboons were exposed to 
a 30-kV/m and 1-G electromagnetic field that was rapidly turned on and off [in 
the manner used by Lerchl et al. (27, 28)] at intermittent intervals, this exposure 
caused a highly significant attenuation of the nocturnal rise in blood melatonin 
compared to that seen during a control period when the animals were not ex­
posed to either an Ε or a Β field (38). The authors' interpretations of their data 
was that the rapid on-off nature of the pulsed fields was likely causative in the 
induction of the reduced melatonin levels. This possibility is reasonable consid­
ering another study in which the Ε and Β fields were slowly ramped to their pre­
determined exposure levels was without an effect on circulating melatonin (28). 

Clearly, few studies have used combined Ε and Β fields in experiments 
related to possible melatonin suppression. This state of affairs may not be totally 
unexpected because interest in the potential effects of Ε fields has decreased 
relative to the possible changes resulting from Β field exposure. Thus, most 
studies currently under way are concerned with only the latter fields. Also, most 
studies have as at least one goal to determine whether the physiological conse­
quences observed are due to the Ε or the Β field exposure; by using combined 
fields this determination cannot be made. 

Coupling Mechanisms 
How electromagnetic fields are coupled to the organism generally and to the 
pineal gland in particular remains, for the most part, unknown. Lerchl and col­
leagues (27, 28) have proposed that induced electric currents that arise as a con­
sequence of the rapid dB/dt are causative in terms of the suppression of mela­
tonin. This explanation was also used in later experiments by others (31, 38) to 
explain how electromagnetic fields suppress the production of melatonin. A l ­
though this hypothesis is attractive, the induced electric current concept requires 
additional experimental support before it wil l be widely accepted. 

The eyes are often said to serve as the site for magnetoreception. This as­
sumption is based on the claim that a low level of background red illumination is 
required before a perturbed geomagnetic field wil l induce an alteration in mela­
tonin production (22-24). Again, however, little agreement exists that this claim 
is, in fact, true; this parameter needs additional investigation, and i f retinal 
stimulation is required, the mechanism could involve the activation of rhodopsin 
(25). 
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The coupling of electromagnetic fields to organisms would seem likely to 
involve the nervous system inasmuch as it normally generates and conducts 
electrical impulses. However, no direct proof for this hypothesis exists although 
a number of neuronal changes have been shown (39-41) to occur as a conse­
quence of especially Β field exposures. Also, magnetite, which exists in the 
brain, could theoretically be involved in responding to magnetic signals; direc­
tional changes in magnetite deposits could serve as an intracellular transduction 
mechanism for Β field perturbations (42). 

Considering that organ cultured pineal glands exhibit a reduction in 
melatonin synthesis when exposed to a pulsed Β field (30), the pineal gland 
might be directly responsive to the fields, possibly because of changes in the cell 
membrane of the pinealocyte (39, 41) The in vitro studies, however, do not pre­
clude the possibility that under in vivo conditions, cells distant from the gland 
serve as the primary magnetoreceptor. 

Although changes in pineal melatonin synthesis have been reported (43) 
as a consequence of electromagnetic field exposure, it is difficult to biophysi-
cally explain the results observed because of the extremely low energy input to 
the organism during such exposures. However, failure to explain the biophysical 
mechanisms of field interactions with cells or organisms is not sufficient justifi­
cation for concluding that changes do not occur. 

Consequences of Melatonin Suppression 
Although the data are equivocal, i f we accept the observations that melatonin 
levels are suppressed by at least some electromagnetic field exposures, the ques­
tion remains as to what might be the consequences of a reduction that is of the 
magnitude that has been described. Of special interest has been whether the 
lower melatonin values could have any connection to the alleged increased inci­
dence of cancer that some epidemiologists claim may be a consequence of living 
in the vicinity of high-voltage transmission and distribution lines (44, 45). Cer­
tainly such a suggestion has been formally made (46), and experimentally 
melatonin has been linked to both cancer initiation (47) as well as to cancer pro­
gression (6). 

Melatonin is a highly potent hydroxyl radical scavenger (48); as such it 
serves to protect D N A from damage due to exposure to the highly toxic hy­
droxyl radical (49, 50). Damaged D N A , i f it goes unrepaired, can mutate with 
the subsequent initiation of a tumor. Clearly, any factor, such as electromagnetic 
field exposure, that lowers endogenous melatonin levels would at least theoreti­
cally put the D N A in higher jeopardy for damage and, as a result, would increase 
the likelihood of cancer. Thus, Ε and Β field exposures may indirectly increase 
the possibility of cancer initiation. Although these potential associations are 
plausible, they remain to be experimentally documented. 

As already noted, besides protecting D N A from hydroxyl radical damage 
and thereby possibly reducing the likelihood of cancer initiation, melatonin also 
is often an effective inhibitor of tumor growth once a tumor is initiated (6). Thus 
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even a partial loss of endogenous melatonin, such as that following Ε or Β field 
exposure, could hasten tumor progression and promotion. However, no studies 
have actually been performed to determine whether an induced cancer would 
grow more rapidly i f the nocturnal melatonin rise was only partially attenuated, 
such as seen in animals exposed to experimental electromagnetic fields. 

Concluding Remarks 

The fact that changes in mammalian pineal melatonin production are 
slowed under some cases of electromagnetic field exposure presents an enigma 
because the energy input would seemingly not overcome thermal noise of cells, 
and as a result no physiological change should occur (43). However, factors may 
amplify the coupling mechanisms and thereby allow the fields to induce 
physiological changes (41). One of these alterations seems to be a reduction in 
melatonin synthesis and secretion by the pineal gland (8, 9, 19, 20). Whereas a 
change in melatonin has been documented in many studies in which electromag­
netic fields have been used as an experimental variable, the outcomes of all 
studies have not been uniform in that reports of no effects of such fields on 
melatonin have also been documented. The major factor that makes the mela­
tonin results of special interest and potential importance is that, when a change 
has been seen, it has always been a reduction (8, 20). Furthermore, all associated 
changes that have been observed in the pineal as a result of field exposure are 
consistent with a reduced conversion of serotonin to melatonin (51). Such a 
change could account for the increases in cancer that have been reported in epi­
demiological studies (44, 45). However, this association is by no means proven. 
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Effects of Radio-Frequency Radiation 
on Mammalian Cells and Biomolecules 
In Vitro 

Stephen F. Cleary 

Physiology Department, Medical College of Virginia, Virginia 
Commonwealth University, Richmond, VA 23298-0551 

In vitro biological systems, such as mammalian cells or biomole­
cules, provide the most direct means of assessing the biological ef­
fects of electromagnetic fields. Such systems were exposed to radio­
-frequency electromagnetic radiation (RFER) under conditions that 
permitted differentiating indirect effects due to RFER-induced heat­
ing from direct exposure effects. This distinction is of importance be­
cause current RFER health protection guidelines were designed pri­
marily on the basis of limiting thermally induced physiological 
alterations. Studies reviewed here include RFER in vitro effects on 
cell proliferation, neoplastic transformation, cell membrane cation 
transport and binding, energy metabolism, and neuroelectrical ac­
tivity. Whereas the basic RFER biological interaction mechanisms 
remain elusive, in vitro data provide insight and direction for future 
studies. Such data also provide a perspective for emerging issues 
related to health effects of exposure to environmental electromag­
netic fields. 

IN VITRO SYSTEMS afford a unique opportunity to investigate biological effects 
of radio-frequency electromagnetic radiation (RFER) under conditions of 

precise experimental control of variables including (1) induced electric (E) or 
magnetic (B) field strength, (2) modulation, (3) dose rate or specific absorption 

0065-2393/95/0250-0467$12.00/0 
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468 ELECTROMAGNETIC FIELDS 
rate (SAR = 0.5σ£ 2 , where σ is the effective conductivity), (4) temperature, and 
(5) composition of cell exposure medium. Temperature control is essential in 
studies designed to differentiate between direct effects of RFER on biological 
systems as contrasted to indirect effects due to RFER-induced heating. Physical 
aspects of the interaction of RFER with mammalian cells and biomolecules are 
also amenable to theoretical determination of the magnitude and spatial distribu­
tion of induced Ε and Β fields and hence cell or molecular level SAR distribu­
tions. Consequently, mammalian cells and biomolecules provide the most direct 
approach to determining basic interaction mechanisms of RFER with biological 
systems. In vivo systems do not afford this opportunity because of inherent do­
simetric and densitometric complexities that introduce significant uncertainty 
regarding the accuracy of Ε field, Β field, or SAR determinations in tissue. The 
highly interactive nature of various organs and organ systems also impedes as­
sessments of cause-effect relationships in in vivo systems exposed to RFER. 
Although the relationship between SAR and tissue heating is complex, as a gen­
eral rule intensities somewhat greater than 1 W/kg are associated with some de­
gree of temperature elevation (1). In in vitro exposures active heat transfer sys­
tems may be used to control or eliminate field-induced temperature elevations 
over intensity ranges of 100 W/kg or greater (2). 

In vitro studies of the effects of RFER on cell physiological end points 
include (1) cell proliferation and neoplastic transformation, (2) membrane cation 
transport and binding, (3) energy metabolism, (4) molecular-biochemical ef­
fects, and (5) effects on membrane ion channels. The results of these studies 
have been the subject of review articles (1-4). This chapter wil l review recent in 
vitro studies that provide additional insight regarding possible RFER cellular 
interaction mechanisms and that present evidence of direct or athermal RFER 
cellular effects. The potential relevance of such in vitro studies to human health 
effects, such as reported associations of RFER exposure and cancer incidence, 
will be discussed. The purpose of this chapter is not to provide a comprehensive 
review of in vitro cellular effects of RFER (for more comprehensive reviews, see 
references 1-4). 

The results of the studies reviewed here indicate that under certain expo­
sure conditions RFER directly alters mammalian cell physiology in the absence 
of indirect thermal effects. Although basic interaction mechanisms are uncertain, 
the data suggest that the most likely interaction site for most of the reported cel­
lular effects of RFER is the plasma membrane. Further insight regarding in vivo 
effects of RFER, such as cancer induction or promotion or effects on reproduc­
tion and development, may be provided by appropriately designed in vitro cell 
studies. 

Cell Proliferation and Neoplastic Transformation 
A variety of in vitro functional and genomic cellular alterations have been at­
tributed to direct effects of RFER exposure. Cleary et al. (5-7) reported altered 
proliferation of normal resting human peripheral lymphocytes and human or rat 
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26. CLEARY RFER Effects on Mammalian Cells and Biomolecules 469 

glioma following a 2-h exposure to 27- or 2450-MHz continuous-wave (CW) or 
pulse-modulated (PM) RFER at SARs in the range of 0.5 to 200 W/kg. Altered 
cell proliferation persisted for up to 5 days after RFER exposure. The effect was 
biphasic; maximum increased proliferation occurred at 25 W/kg, whereas expo­
sure at 50 W/kg or higher generally suppressed proliferation (7). Dose fractiona­
tion studies indicated exposure effects were persistent for at least 1 day, which 
suggested the possibility of cumulative or additive exposure effects on cell pro­
liferation. Because cells were exposed under isothermal conditions (37 ± 0.2 °C), 
altered proliferation was attributed to a direct effect of RFER. A direct effect of 
pulsed RFER on increased lymphoblastoid transformation was reported follow­
ing a 5-day exposure to 2450-MHz RFER at a maximum SAR of 12.3 W/kg (8). 

The relevance of RFER-induced alterations in cell proliferation to health 
effects is suggested by the following: (1) increased in vitro proliferation of can­
cer cells, such as glioma, is consistent with tumor promotion; (2) decreased in 
vitro proliferation of immune cells, such as lymphocytes, is consistent with im­
munosuppression; and (3) recent studies of cell-cycle control mechanisms indi­
cate that alteration of the mammalian cell cycle per se may be associated with 
increased cancer incidence (9). Altered cell proliferation occurred under condi­
tions that did not directly involve heating. The principle of dose reciprocity sug­
gests the possibility that long-term low-intensity RFER exposure could alter cell 
proliferation in vitro. Time-intensity thresholds for RFER-induced alterations in 
cell proliferation in vitro or in vivo have not been determined. 

Neoplastic cell transformation has been reported as a direct effect of low-
intensity RFER exposure. Mammalian embryonic fibroblasts were exposed for 
24 h to 0.1-, 1-, or 4.4-W/kg, 2450-MHz RFER pulse modulated at 120 Hz (10). 
In the absence of the tumor promoter 12-O-tetradecanoyl-phorbol-13-acetate 
(TPA), RFER did not affect cell survival or the rate of neoplastic transformation. 
Cells treated with TPA and RFER experienced a statistically significant dose-
dependent increase in neoplastic transformation rate. Exposure to 4.4-W/kg 
RFER in the presence of TPA had a neoplastic transformation effect equivalent 
to exposure to 1.5 Gy of X-radiation. It was determined that RFER and X-rays 
acted independently in inducing neoplastic transformation (10). Evidence of 
direct genomic effects of RFER on human somatic cells has also been reported 
(//, 12) and includes chromosomal aberrations (acentric fragments and dicentric 
chromosomes), micronuclei formation, and mutagenic characteristics typical of 
chemical mutagens. Studies of effects of RFER on cell proliferation and the 
genome are summarized in Table I. 

Membrane Cation Transport and Binding 
Studies of cell membrane cation permeability provided the first indication of 
direct nonthermal effects of RFER. Exposure of human, rabbit, and canine eryth­
rocytes to 2450-, 3000-, and 3950-MHz C W microwave radiation at SARs of up 
to 200 W/kg resulted in intracellular K + leakage and osmotic lysis. Temperature 
control studies conducted over the temperature range of 26 to 44 °C suggested 
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26. CLEARY RFER Effects on Mammalian Cells and Biomolecules 471 

that the effects were due to RFER-induced heating (13). In a subsequent study of 
passive cation (Na+ and Rb+) efflux from rabbit erythrocytes exposed to 2450-
MHz RFER at SARs of 100, 190, and 390 W/kg, statistically significant in­
creases were detected, but only at a temperature of 22.5 °C (14). In agreement 
with the results of Liu et al. (13% who had not investigated permeability changes 
at temperatures of <26 °C, RFER had no direct effect at temperatures >22.5 °C. 
Additional evidence of direct RFER-induced membrane permeability changes in 
the range of 17.7-19.5 °C was reported (14-17). The effect of RFER (2450 
MHz) was enhanced when erythrocytes were exposed under hypoxic conditions 
or when exposed in the presence of plasma (16). Increasing the cell membrane 
cholesterol content or treatment with antioxidants, on the other hand, inhibited 
the effect of RFER exposure (16). 

A lack of RFER frequency specificity for effects on cell membrane cation 
permeability was indicated by the results of a study of the effect of higher-
frequency microwave (8420-MHz) RFER on K + release (18). Permeability was 
again increased when the steady-state temperature was maintained at 24.6 °C 
during exposure. RFER exposure at lower or higher temperatures did not de-
tectably alter K + transport when compared to thermal controls. The results of 
these experiments (13-18) suggested an interaction between RFER exposure, 
cation transport, and a gel-to-liquid crystal membrane phase transition (18). Be­
cause temperature-specific effects on erythrocyte cation transport could not be 
induced in the absence of RFER exposure, they were interpreted as direct effects 
on the red blood cell membrane (Ï). The slight variation in the temperature at 
which RFER affected K + transport was attributed to differences in species as 
well as methods of erythrocyte preparation. 

Allis and Sinha-Robinson (19) suggested a molecular interaction mecha­
nism for the effect of RFER on membrane cation transport. They exposed human 
erythrocyte membranes to 6-W/kg, 2450-MHz RFER at 1 ° C temperature incre­
ments between 23 and 27 °C. When membrane Na+/K+-adenosinetriphosphatase 
(Na+/K+-ATPase) activity was monitored spectrophotometrically, it was deter­
mined that enzyme activity was inhibited only at 25 ° C (19). The authors con­
cluded that inhibition resulted from a direct interaction of RFER with the 
ATPase enzyme. This interaction mechanism is consistent with reported effects 
of RFER on erythrocyte cation (K+, Na+, and Rb+) transport at the membrane 
phase transition (13-18). 

Evidence of direct RFER effects on cells was also revealed by a series of 
studies of effects on Ca 2 + binding to cell membranes. In contrast to effects on 
membrane cation transport, which resulted from either CW or pulse-modulated 
(PM) RFER exposure, effects on Ca 2 + binding were strongly dependent upon 
extremely low frequency (ELF) RFER modulation, most prominently at fre­
quencies of 15 or 16 Hz (20). The Ca 2 + efflux response went through a series of 
maxima as the modulation rate or RFER intensity was varied (21, 22). These 
responses, referred to as frequency or power "windows", occurred under condi-
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tions not associated with RFER-induced heating. The generality of the effect 
was indicated by similar E L F RFER modulation responses of synaptosomes (23) 
and neuroblastoma cells (24). 

Energy Metabolism 

The frequency dependence of low-intensity RFER exposure on cell energy me­
tabolism was investigated by Sanders and co-workers (25). They reported a 
dose-dependent increase in nicotinamide adenine dinucleotide (NADH) fluores­
cence in rat brain cells immediately after a 2-min exposure to 200- or 591-MHz 
C W RFER. The SAR threshold for altered energy metabolism was on the order 
of 8 χ 10"3 W/kg, well below the level associated with tissue heating. Exposure 
of brain cells to 2450-MHz C W RFER at this SAR, under the same experimental 
conditions, had no effect on N A D H fluorescence. A T P brain cell concentrations 
were decreased following exposure to 200- or 591-MHz RFER, with no effect of 
2450-MHz exposure. Cell concentration of creatine phosphate decreased follow­
ing exposure to 591 MHz; other RFER frequencies were ineffective (25). 

These results were interpreted by Sanders et al. (25) as RFER frequency-
dependent effects on specific mitochondrial enzymes or electron-transport pro­
teins that function to maintain cellular A T P pools. They proposed a mechanism 
for the inhibitory effect that involved RFER-induced dipole oscillations of diva­
lent metal ions at active enzyme sites during either catalytic or transport activity. 
Mechanistically this hypothesis was similar to that proposed by Allis and Sinha-
Robinson (19) for RFER effects on Na7K +-ATPase. A subsequent study by 
Sanders et al. (26) of the effects of CW, sinusoidal amplitude-modulated, and 
pulsed square-wave-modulated 591-MHz radiation on brain energy metabolism 
provided additional evidence of direct molecular-level interactions of RFER 
with rat brain cells. The sensitivity of brain cells to low-intensity RFER is con­
sistent with numerous reports of neurological and behavioral alterations in ex­
perimental animals and human beings (27). 

Molecular-Biochemical Effects 
The basic interaction mechanisms for molecular-level biochemical effects of 
RFER are uncertain. However, insight is provided by studies of a specific bio-
molecular effect conducted in different molecular microenvironments. Fisher et 
al. (17) detected a 40% reduction in ouabain-sensitive N a + efflux from erythro­
cytes exposed at 23-24 °C to 2450-MHz RFER at an SAR of 3 W/kg. Reduced 
efflux was attributed to a field-induced effect on membrane Na +/K +-ATPase. At 
this same frequency of RFER, All is and Sinha-Robinson (19) induced a 35% 
decrease in Na + /K + -ATPase activity in erythrocyte membrane fragments at an 
SAR of 6 W/kg at a steady-state temperature of 25 °C. Brown and Chatto-
padhyay (28), on the other hand, reported a 23% decrease in Na7K +-ATPase 
activity at 24.9 °C when the enzyme was exposed in solution to 9140-MHz C W 
RFER at an SAR of 20 W/kg. In view of previous evidence that the effect of 
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RFER on N a + / K + membrane transport was not highly frequency dependent (18), 
the results of these studies suggest that the RFER intensity needed to alter en­
zyme activity may depend upon the microenvironment of the Na + /K + -ATPase. 
The fact that the minimum RFER intensity required to affect Na + /K + -ATPase 
activity occurred in intact membranes suggests an interaction between RFER 
energy and metabolic energy. Maximum RFER intensity was required for 
Na + /K + -ATPase suppression in solution in the absence of cell metabolic energy 
sources. This hypothesis is supported by the results of previous studies of the 
effects of low-intensity RFER on biomolecules in solution, which have, in gen­
eral, yielded negative results (29). Attention must thus be focused on the non-
equilibrium status of living systems in developing interaction mechanisms for 
RFER-induced alterations. 

Additional evidence of direct biochemical interactions of RFER was re­
ported by Phelan et al. (30), who investigated effects on the structure of cell or 
liposome membranes. RFER (2450-MHz) exposure at intensities as low as 0.2 
W/kg caused a shift from a fluid to gel state in membranes that contained mela­
nin. In the absence of melanin, RFER exposure had no detectable effect on 
membrane structure as determined by electron spin resonance spectroscopy. The 
fact that the RFER effect was inhibited in the presence of superoxide dismutase 
indicated the involvement of free-radical generation (30). The results and condi­
tions for the molecular-biochemical studies of RFER are summarized in Table 
II. 

Membrane Ion Channels 
Evidence of direct athermal interactions of RFER with biomolecules other than 
enzymes was provided by studies of effects on membrane ion channels and ex­
citable membranes. Sandblom and Theander (31) investigated effects of 10,000-
M H z pulsed RFER on gramicidin A channel kinetics in artificial lipid bilayer 
membranes. A 1-min exposure to short (1-μ8), high instantaneous power (350-
W/kg) RFER pulses had no effect on the lifetime or conductance of gramicidin 
A channels. However, RFER exposure decreased significantly the rate of chan­
nel formation (31). 

A n effect of RFER on ion channels was also reported by d'Inzeo et al. 
(32), who exposed chick myotubes to C W 9750-MHz RFER at low intensities 
(-1-2 μW/cm 2) for periods of 30-120 s. RFER exposure decreased the fre­
quency of single-channel openings of acetylcholine-induced channels (32). 

Another direct effect of low-intensity RFER on an excitable membrane 
was recently reported (33). The rate of rapid, burstlike changes in the firing rate 
of molluscan neurons was increased by exposure to P M 900-MHz RFER at 
SARs of 0.5 W/kg or higher. At the same SAR, C W RFER had no detectable 
effect on neuronal firing rates. The specificity of the effect on membrane firing 
rate was indicated by the lack of effect of C W or P M RFER on mediator-induced 
activation of acetylcholine, dopamine, serotonin, or γ-aminobutyric acid mem­
brane receptors (32). Effects of RFER on ion channels are summarized in Table 
III. 
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476 ELECTROMAGNETIC FIELDS 
Summary and Conclusions 
In vitro cellular and molecular level studies provide evidence of direct athermal 
effects of RFER on cellular processes including (1) membrane ion transport and 
binding, (2) membrane structure, (3) membrane single-ion-channel kinetics, (4) 
neuronal excitability, (5) proliferation/activation, and (6) neoplastic transforma­
tion. Such alterations occurred under a variety of exposure conditions: (1) SARs 
from 8 χ 10"3 to greater than 100 W/kg, (2) frequencies of from 27 to 10,000 
MHz, and (3) C W and P M RFER fields. RFER in vitro studies generally in­
volved short exposure durations (periods of a few hours or less). The diverse cell 
physiological end points directly affected by wide ranges of RFER intensity, 
frequency, and modulation suggest the possibility of more than one basic inter­
action mechanism. For the most part, in vitro RFER studies have involved single 
end points such as ion-channel kinetics, or a group of directly related end points 
such as bioenergetic changes. Consequently, it is not possible to interrelate 
RFER in vitro exposure effects on a given cell system to determine i f more than 
one interaction mechanism may be involved or i f multiple interrelated end points 
are affected. In order to do this type of analysis, integrated studies must be con­
ducted involving the effect of a given RFER parameter set (i.e., intensity, fre­
quency, and modulation) on an array of related cell physiological end points. 

The existing data are insufficient to define time or intensity thresholds or 
RFER frequency dependence for the majority of the reported in vitro effects, and 
this lack places limitations on the application of data to the development of in­
teraction mechanisms or to the assessment of health effects. In spite of such 
limitations, some general conclusions are possible: (1) RFER can directly induce 
cell physiological alterations in vitro under conditions that do not involve tem­
perature elevations; (2) although detailed mechanisms are unknown, the cell 
plasma membrane is the most likely RFER interaction site; (3) RFER directly 
affects a variety of biomolecular systems with no clear indication of specific 
molecular sensitivities; and (4) effects of RFER on mammalian cells in vitro are 
generally consistent with reported in vivo exposure effects including increased 
cancer incidence, effects on reproduction and development, and neurological and 
behavioral changes. A well-defined need exists for additional data to more ef­
fectively relate in vitro to in vivo effects of RFER exposure. 
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480 ELECTROMAGNETIC FIELDS 
Subject Index 

A 

AC magnetic field interactions, mechanism, 
345-346 

Action potential model, harmonic content and 
transmembrane potential, 105/ 

Action potential propagation, cable model, 
104 

Active cancellation system, coils carrying 
imposed currents, 255 

Active ion transport 
conformational changes and charge shifts, 

346 
role of surface charge, 346-347 

Active shielding 
controlled phase and magnitude, 246-247 
magnetic field management through 

cancellation, 254 
two-coil setup, 256/ 

Adenosinetriphosphatase (ATP) splitting, AC 
effect on rate, 341 

Adult cancers, EMF exposure, 166 
Algae, magnetotactic, 368-369 
Alternating current (AC) fields, 

environmental, 5 
Alzheimer's disease, electric sewing 

machines, 424 
Amplifier enzymes, activity modification, 

445 
Animal models, laboratory cancer studies, 

226-227 
Appliances 

electric field levels, 47r 
levels of EM fields, 5-6 
magnetic fields, 18-19 
magnetic flux densities, 47* 
prudent avoidance, 9 
threshold level for biological effects, 

389 
values for electric fields, 46-48 

Applied noise, spatial coherence, 332-334 
Aqueous pathways 

across bilayer membranes, electroporation, 
302-305 

tendency of lipid-containing barriers to 
electroporate, 308 

Arthroses, magnetic and electric fields, 28 
Attenuation factor, inverse of shielding 

factor magnitude, 244 
Aurora borealis, ionospheric currents, 39 

Avascular necrosis, treatment, 267-269 
Average spot-measured field, distribution, 

202/ 
Avian models, abnormal development, 330 
Axolotl embryo 

endogenous electric fields, 116,118 
rostral-caudal voltages beneath neural 

plate, 120/ 

Β 

Β field inversion, pineal melatonin changes, 
457-459 

Background electric fields, superposed, 86 
Bacteria, magnetotactic, 368-369 
Bilayer membranes, electrical creation of 

aqueous pathways, 302-305 
Binding, activating ions, 341-342 
Bioeffect(s) 

electromagnetic noise inhibition, 331-332 
magnetic field threshold, 100 

Bioeffect inhibition 
noise fields, 336 
superimposed EMF noise, 319 

Bioelectric currents, endogenous and 
exogenous, 106 

Bioelectromagnetic applications 
bone repair, 261-263 
in service of medicine, 261—273 

Bioelectromagnetic dosimetry, 57-75 
Bioelectromagnetic effects 

causality, 79-94 
health-related, 410 

Bioelectromagnetic interactions, measurement 
analogs, S2t 

Biogenic magnetite, ferromagnetic 
transduction hypothesis, 374-385 

Biological bar magnets, magnetite crystals, 
379 

Biological clock, neuronal synapses in 
suprachiasmatic nuclei of hypothalamus, 
452 

Biological cooperativity, cell function, 319 
Biological electromagnetic field (EMF) 

effects, thermodynamic considerations, 
397 

Biological electromagnetic field (EMF) 
exposure, mechanisms, 317 

Biological fields, intrinsic, 11 
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INDEX 481 

Biological substances, electric properties, 
68 

Biological systems at lower than thermal 
energy, magnetic field interactions, 
395-417 

Biological targets, electromagnetic fields, 
121 

Biomagnetic sensory mechanism, presence and 
orientation of Earth's MF, 399 

Biomechanisms, PEMF action, 263-267 
Biomolecules, effect of RFER, 467—476 
Biophysical mechanism, most sensitive, 80-81 
Biosynthesis 

EM fields, 8 
energy densities of different stimuli, 

432* 
Biosynthetic stress response, cells exposed 

to EMF, 423-434 
Biphasic magnetic field (MF) effects, 

predicted, 404 
Biphasic pulse burst 

repeated, 59/ 
spectral envelope, 61/ 

Biradical recombination, formation and 
behavior, 406-408 

Bleomycin, tissue electroporation, 306-307 
Blind experimental procedure, double-wound 

coils, 72 
Blood flow 

in tissues and tumors, 290 
rates during surgery, ELF magnetic fields, 

28 
Bobolink 

magnetically mediated signals, 373/ 
trigeminal ganglion, 373/ 

Bone 
effects of ELF fields, 445 
stress-generated fields, 127-136 

Bone cells, diagram, 266/ 
Bone collapse, treatment, 267-269 
Bone fluid spaces, SP generation, 134 
Bone formation, low-energy nonionizing EMF, 

438 
Bone fracture 

magnetic and electric fields, 28 
X-ray, 265/ 

Bone growth, AC and DC magnetic fields, 51 
Bone-healing pulse, PEMF pattern, 268-269 
Bone loss, prevention and reversal, 270 
Bone repair, bioelectromagnetics, 261-263 
Bone signal transduction, possible 

mechanisms for EMF effects, 447-448 
Bone structure and composition 

macroscopic SP and current dependence, 
131-133 

models relating macroscopic fields, 
134-135 

Brain cancer 
case-control study, 209-210 
dose response, 163-165* 
exposure to EMF, 164-166 
occupational exposure, 167-171, 210 
population-based case-control study, 211 
time in specific jobs, 212 

Brain tissue, magnetite in humans, 379-381 
Brain tumors 

electrical workers, 22 
parental occupational exposures, 209-210 

Breast cancer 
electrical workers, 22 
in males, case-control study, 209 
male telephone line workers, 4 
occupational exposure, 179-182, 210 

Brittle-bone disease, future applications of 
PEMF, 271 

Bulk tissue current densities 
estimate, 100 
extremely low frequency, 99 
partitioning, 102/ 

Bulk tissue electric fields and current 
densities, estimation, 101/ 

C 

Cables with balanced currents, magnetic 
field, 241 

Cage effect, recombination of 
singlet-correlated members of an RP, 
405-406 

Cage radical recombination steps, proposed, 
409-410 

Calcium, role in transducing effects of 
exposure to low-frequency EMF, 349-363 

Calcium channels 
nonexcitable cells, 356-358 
nonlinear rectifying process, 349 

Calcium concentration, gap-junctional 
conductance, 359 

Calcium conductances, voltage-dependent 
modulation, 362 

Calcium current, membrane potential, 357 
Calcium dynamics, intracellular, 353-356 
Calcium fluxes, ELF-field-induced responses, 

350 
Calcium oscillators, environmental 

perturbations, 349 
Calcium spikes 

ELF field exposure, 361 
in the cell, 354-356 
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482 ELECTROMAGNETIC FIELDS 

Calcium transient, optically recorded from a 
single nonexcitable cell, 354/ 

Canaliculi, measurable SP from fluid flow, 
134 

Cancellation coil, magnitude and phase of 
current, 255 

Cancer 
alternating magnetic fields, 389-390 
cohort studies, 176-179 
electrochemotherapy, 305-306 
EM heating treatment, 287-296 
relationship to distance from power-line 

source, 183 
relationship to MF exposure, 219 
residential EMF exposure, 158-167 
retrospective cohort mortality study, 

217-218 
Cancer and electromagnetic fields (EMF), 

laboratory studies, 225-232 
Cancer incidence, cell-cycle control 

mechanisms, 469 
Capillary formation, influence of EMF, 279 
Carcinogenesis, multistep process, 226 
Cartilage 

macroscopic SP and currents, 136-138 
models of SP and SC generation, 138-139 
osteoarthritic and enzymatically digested, 

138 
stress-generated fields, 136-139 

Case-control study design, distinguishing 
features, 208* 

Cationic inhibitors, effectiveness, 345 
Causality, analogy between measurement 

science and field interactions with 
biological systems, 93-94 

Cell alteration, rate of occurrence, 89-90 
Cell calcium, role in transducing effects of 

exposure to low-frequency EMF, 349-363 
Cell growth, regulation, 443 
Cell membrane 

barrier to environmental EMF, 437 
effect on Ca 2 + binding, 471 

Cell proliferation, direct effect of RFER 
exposure, 468-469, 470* 

Cell sensory apparatus, widely different 
energy ranges, 433 

Cell signaling, messengers, 400 
Cell-tissue electrofusion, intracellular 

transport, 311 
Cellular damage, magnetosomes aligned during 

MRI, 387-388 
Cellular detection of EMF, ligand binding, 

333 

Cellular field effects, magnetic-field- vs. 
electric-field-induced, 397-398 

Cellular mechanisms 
EM fields, 8 
low-frequency low-intensity EMF, 421 
signal-to-noise dilemma, 336 

Cellular sensitivity, ELF electric fields, 
359 

Cellular stress sensors, comparison to 
thermal stimulation, 431-432 

Cellular telephones 
biological effect of radiation, 2 
exposure to RF fields, 25-26 

Charge-transfer process, frequency of 
stimulation, 152 

Chemical reactivity, radicals and 
electron-spin effects, 401 

Chick embryo 
electric fields, 116 
pulsed EMF, 327/ 
subjected to PEMF and PEMF with noise, 

327* 
Chick embryo development 

abnormal rate, 335/ 
biochemical effects, 331 
morphological effects of noise, 326-330 

Childhood cancer 
case-control study, 197 
distribution of low-power spot-measured 

fields, 195/ 
high-current power lines, 437-438 
residential EMF exposures, 158-166 
risk from power distribution lines, 19-21 

Childhood leukemia 
average magnetic field, 424 
incidence study, 196 
residential exposure to EMF, 160*, 162* 

Chiton teeth 
magnetite, 376 
photo, 377/ 

Orcadian production of melatonin, magnetic 
fields, 451 

Coherence 
EMF-induced effects, 320 
role in electromagnetic field-induced 

bioeffects, 319-337 
Cohort studies 

cancers, 176-179 
occupational exposure to EMF, 177*-178* 

Combined chemical and field exposures, 
expanded hypothesis, 87-91 

Communication equipment, exposure to RF 
fields, 25-26 
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Compass effects 
invertebrate, 369-370 
microorganisms, 368-369 
vertebrate, 370 

Compression across cartilage disk, SP 
magnitude and phase, 137/ 

Conducting loops, passive shielding, 253 
Conductive enclosure 

electric field control, 239-241 
terminating electric field lines, 240/ 

Conductors, spacing to control electric 
fields, 238-239 

Conformational changes, activation of the 
receptor, 444 

Confounding factors 
epidemiological studies of EMF exposure, 

166-167 
inclusion within biophysical model, 80 

Congenital malformations, high-voltage 
switchyard work, 185 

Connective tissues, streaming and 
piezoelectric potentials, 125-140 

Cooperativity 
cellular response, 333 
threshold for biological response, 334 

Cortical bone, stress-generated fields, 
127-136 

Coupling, MF to cellular systems, 399—400 
Coupling mechanisms, electromagnetic fields 

coupled to organism, 461—462 
Cross talk, membrane signal transduction, 

440 
Current, alternate return path, 243/ 
Current densities 

across cells, 101 
bioelectric, 106i 
bulk tissue, 100 
calculated, 106 
computation, 61 
exogenously induced tissue, 104-106 
tight extracellular spaces, 102-104 

Current distributions, externally applied 
and magnetically induced electric 
fields, 67/ 

Current reversal in adjacent conductors, 
double-wound coils, 72/ 

Cutaneous pigmentation, sensitivity to 
time-invariant Β fields, 457 

D 

Dark reaction, magnetic field direction, 
386-387 

Daudi cells, enzyme activity, 325 
DC currents, treatment of fractures, 262 
Death certificate, occupational exposure 

information, 168 
Demagnetizers, power-frequency magnetic 

fields, 23 
Dentures, small permanent magnets, 28 
Desensitization, tissue receptor responses, 

439 
Developmental abnormalities, chick embryos, 

335 
Ag mechanism, magnetic interactions, 

404-405 
Diagnosis, MRI technique, 28-29 
Dielectric hearing, exposure to RF fields, 

26 
Direct current (DC) fields, environmental, 5 
Direct current (DC) pulse and Fourier 

spectrum, 61/ 
Direct current (DC) transmission lines, 

static electric fields, 16 
Distance, surrogate exposure metric, 20 
Distribution lines 

description, 42-43 
magnetic fields in nearby structures, 18 

Distribution patterns, proteins synthesized 
by salivary gland cells, 428 

DNA uptake, electroporation, 312 
Dose response, epidemiologic studies, 

174-175 
Dose-response relationship, intermittent 

high peaks, 175 
Dosimetry 

animal or human exposure, 63-64 
electric and magnetic fields, 57—75 
low-frequency electric field, 61-64 
low-frequency magnetic field, 64-73 
radio-frequency and microwave, 73-75 

Double-wound coils, biological experiments, 
72 

Downregulation, tissue receptor responses, 
439 

Drill holes, streaming potentials, 131,132/ 
Drug delivery 

challenge, 302 
tissue electroporation, 301-313 

Dry bone, macroscopic stress-generated 
potentials, 127-128 

Ε 

Early pregnancy loss (EPL), household 
magnetic fields, 185 
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484 ELECTROMAGNETIC FIELDS 
Electric and magnetic fields 

coupling to biological systems, 49-53 
dosimetry, 57-75 
effect on biological systems, 51-53 

Electric appliances, risk of childhood 
cancers, 167 

Electric blankets, magnetic fields, 19 
Electric field 

associated with two long conductors, 237/ 
common elements, 270/ 
direct measurement using microelectrodes, 

111-121 
Earth, 5 
ease of control, 235 
effect on Na+/K+-ATPase activity, 

341-344 
endogenous, physiological, 120-121 
external to conductors, 239/ 
freely floating cells at low density, 62 
function of distance from source, 40/ 42/ 
induced by time-varying ELF magnetic 

fields, 68 
induced current densities, 51/ 
introduction into conducting fluid, 63/ 
measured in developing embryos, 109-122 
mitigation strategies, 235-257 
rate of wound healing, 119-120 
scaling from in vitro to in vivo, 66-68 
shielding, 239-241 
sources, 238-239 

Electric field exposures at power-line 
frequencies, coupling to biological 
systems, 37-53 

Electric field interaction, mechanism, 
342-344 

Electric field pulse, transmembrane voltage, 
304 

Electric power distribution, health effects 
of EM fields, 3 

Electric railways 
externally generated magnetic fields, 

43-44 
magnetic field levels, 44/ 
magnetic fields in passenger compartments, 

45/ 
significant harmonic fields, 23-24 

Electric stimulation 
changes in skeletal muscle fibers, 147-148 
muscle, frequency of signals, 150 
muscle development, 147 
protein synthesis in muscle, 143—152 
slow-healing fractures, 262 

Electric tools, magnetic fields, 19* 

Electric transmission and distribution 
lines, exposure to ELF fields, 17-18 

Electric utility industry, MF exposures, 
211-219* 

Electrical workers 
cohort studies, 176-179 
levels of exposure, 22 
occupational exposure, 167—168 

Electrocardiogram (ECG), application of 
natural signals, 39-40 

Electrochemical signals, generated in the 
body, 39 

Electrochemotherapy, localized tumor 
treatment, 305-307 

Electroconformational coupling model, ion 
movements, 340 

Electrodes 
introducing electric current into 

biological fluids, 61-63 
therapeutic use, 278 

Electroencephalogram (EEG), application of 
natural signals, 39-40 

Electrofusion, intracellular transport, 311 
Electrokinetic fields, bone matrix and fluid 

composition and matrix structure, 
131-133 

Electrokinetic (streaming) potentials, moist 
cortical bone, 128 

Electromagnetic (EM) coils, therapeutic use, 
279 

Electromagnetic (EM) energy, clinical 
hyperthermia, 295 

Electromagnetic (EM) environment, risk of 
childhood cancer, 159 

Electromagnetic field (EMF) 
background fields, 58 
beneficial effects of exposure, 4-5 
biological targets, 121 
characteristics, 278* 
cohort studies of workers, 176—179 
complete carcinogen studies, 227-228 
decrease with distance, 48 
determining cellular response mechanism, 

122 
effect in biological systems, 79-94 
effect of exposure location, 58 
effect on humans, 424 
effect on ion binding and electron flow, 6 
externally generated, 40-48 
frequency, pulse shape, and repetition 

rate, 59-61 
interaction with biological systems, 

339-347 
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magnitude and sources, 5-6 
medical applications, 27-29 
naturally generated, 38-40 
nonionizing, 12-29 
promoter of cancer, 227 
rat mammary carcinogenesis, 228-230 
risks identified by epidemiologic studies, 

157-187 
soft-tissue healing, 277-284 
studies of possible effects on tumor 

development, 231 
typical exposures, 48-49 

Electromagnetic field (EMF) and cancer, 
laboratory studies, 225-232 

Electromagnetic field (EMF)-cell 
interaction, mechanism, 332 

Electromagnetic field (EMF) effects, sensory 
perception of geomagnetic field, 367-390 

Electromagnetic field (EMF) exposure 
acceptable limits, 236 
mammalian pineal melatonin production, 463 
melatonin regulation of cell growth, 181 
time-varying and time-invariant, 451-463 
types of leukemias, 175 

Electromagnetic field (EMF)-induced 
bioeffects, role of coherence, 319-337 

Electromagnetic (EM) heating 
bioheat equation, 289-290 
cancer treatment, 287-296 
dielectric properties, 288-289 
methods, 291-295 

Electromagnetic (EM) noise, frequency 
spectrum, 334-335 

Electromagnetic (EM) signal transduction, 
physical mechanisms, 6 

Electromagnetic (EM) spectrum, depiction, 
15/ 

Electromagnetic (EM) stimulation 
biosynthesis, 143-144 
cell stress, 144-145 

Electromagnetic (EM) waves, spectrum, 2-3 
Electron spin, effect on chemical 

reactivity, 401 
Electron-transport proteins, RFER 

frequency-dependent effects, 472 
Electronics workers, risk of brain tumors in 

children, 186 
Electropermeabilization, aqueous pathways, 

303 
Electroporation 

antitumor activity, 305-306 
applications, 304 
basic concepts, 302-305 

irreversible, 304 
overview, 301 
phospholipid-protein boundaries, 89 
possible damage and side effects, 311-312 
reversibility, 312 

Electrosteel production process, 
power-frequency magnetic fields, 23 

Embryos, endogenous electric fields, 109-122 
EMDEX Project Residential Study 

cumulative frequencies, 205/ 
first difference of personal exposure, 

204/ 
personal MF exposure, 202-204 
relationship among measures, 204i 

Endogenous currents, in and around cells, 
99-107 

Endogenous electric fields 
measured in developing embryos, 109-122 
methods for measurement, 110-121 

Endogenous fields, within the human body, 88 
Energized conductor, electric field, 241/ 
Energy metabolism, frequency dependence of 

low-intensity RFER exposure, 472 
Engineers, cohort studies, 176-179 
Environmental electromagnetic fields 

biological effects, 1-9 
natural origin, 14-16 
physical characteristics, 11 
spectrum and intensity, 12-29 

Enzyme 
activation and inhibition, 342/ 
electric stimulation of muscles, 150 

Enzyme activity 
AC electric fields, 341/ 
Daudi cells, 325 
L929 cells, 323-325 
opposite effects of magnetic and electric 

fields, 345 
Enzyme function, electrical stimulation, 342 
Enzyme preparations, inhibition vs. 

frequency, 343/ 
Epidemiological studies 

biological effects of EM fields, 3-5 
false leads, 219-220 
industry-based, 211-218 
MF exposure links to cancer, 191-220 
potential risks from exposure to EM 

fields, 157-187 
residential EMF exposure, 158-167 

Epileptic seizure, static magnetic field, 
374 

Ethmoid tissue 
magnetite crystals, 377-379 
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486 ELECTROMAGNETIC FIELDS 
magnetite in humans, 379 
sockeye salmon, 381/ 

Exogenous currents, in and around cells, 
99-107 

Experimental replicates, chronological 
summary, 328J-329* 

Experimental temperature, variation of mass, 
430/ 

Exposure, distance to nearest power line, 20 
Exposure estimation methods, problems, 163 
Exposure systems, magnetic field 

measurements, 71-73 
External electric and magnetic fields, 

changes, 81-82 
External electromagnetic (EM) heating 

microwave frequencies, 291-292 
radio-frequency (RF) energy, 291 

Extracellular currents, ELF current 
densities, 99 

Extremely low frequency (ELF) effects 
biological effect of radiation, 2 
real-time measurements, 361—362 

Extremely low frequency (ELF) 
electromagnetic fields (EMF) 

calcium activity in exposed cells, 349-363 
detection by cells, 351-353 
health risks, 423-424 
possible damaging effects, 158 
threshold level for biological effects, 

389 
transcriptional level, 425 

Extremely low frequency (ELF) field-induced 
effects, importance of calcium spiking, 
355 

Extremely low frequency (ELF) fields 
electrified rail systems, 23—24 
health effects, 17-24 
residential exposures, 18-21 
sites of interaction with a cell, 353/ 

Extremely low frequency (ELF) magnetic 
fields, direct effects, 68-71 

Extremely low frequency (ELF) magnetic flux 
density, living tissues or cell 
cultures, 64 

Eyes, magnetoreceptors, 456, 461 

F 

Familial stability, effect on studies, 161 
Faraday cage, conductive enclosure, 240 
Feedback control system 

magnetic field sensor, 256/ 
variations of the magnetic field, 255 

Ferromagnetic materials 
characteristics, 375 
very small sources, 244 

Ferromagnetic seed implants, interstitial EM 
heating, 293 

Ferromagnetic transduction hypothesis, 
biogenic magnetite, 374-385 

Ferromagnetism, magnetotactic response, 
382-383 

Field-biosystem interaction, type of 
dosimetry, 69 

Field management 
definition, 235, 238 
magnetic field, 257 

Field-stimulated uptake, alteration of the 
cell, 87-88 

Flux plots 
passive shielding, 249/ 
shielding, 251/ 

Flux shunting 
ferromagnetic material, 244, 245/ 
preferred path for lines of magnetic flux, 

248 
Fracture(s), pulsed electromagnetic fields 

(PEMF), 263-267 
Fracture healing, low-energy nonionizing 

EMF, 438 
Free-flow boundary condition, fluid-covered 

bone, 135 
Free radicals, functional role in biological 

systems, 410-411 
Frequency components, neural firing pattern, 

105-106 
Frequency dependencies, nonlinear magnetic 

flux, 414-415 
Frequency windows, biological effects of 

time-varying ELF magnetic fields, 68 
Fruit fly (Drosophila melanogaster), 

magnetic compass response, 370 
Fundamental noise, microscopic systems, 86 

G 

G protein, properties, kinetics, and/or 
phosphorylation state, 444-445 

G-protein-linked adenylyl cyclase activation 
system, interactions between ELF fields 
and signal transduction, 444/ 

G-protein-linked receptors, changes in 
functions, 446 

Galvanotactic response, neural crest cells 
in vitro, 122 
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Galvanotaxis, electromagnetic fields, 121 
Galvanotropism, electromagnetic fields, 121 
Gap junction(s) 

amplification of field energy, 333 
cell communication and cooperation, 320 

Gap-junction-connected cell ensembles 
amplification of transmembrane potential 

perturbation, 358-359 
calcium, 349 
influence of extracellular field, 358 

Geminate reaction, re-formation of the 
precursor molecule, 402 

Gene expression 
HL-60 cells, 325-326 
induction, 413 

Gene therapy, localized introduction of 
genetic material, 307 

Generated magnetic fields, characteristics, 
458/ 

Genome, effects of RFER, 470* 
Geomagnetic field 

sensory perception, 367-390 
source, 14 

Geomagnetic flux densities, radical pair 
mechanism, 398-399 

Granularity, molecular and ionic systems, 85 
Ground currents, source of magnetic fields, 

44-46 
Grounded conductor, electric field, 241/ 
Grounded electric systems, alternate return 

paths, 242, 243/ 
Grounded enclosure, electric field, 241/ 
Growing tissues, electromagnetic fields, 121 

H 

Harmonic fields 
electric and magnetic fields due to a 

power system, 236-237 
personal appliances, 19 

Haversian canal, homogeneous matrix, 135 
Haversian system 

fluid relaxation time, 135 
SP generation by flow in canaliculi, 134 

Hazard identification, epidemiologic 
studies, 192 

Heat shock, model for biosynthetic response 
to stress, 424-427 

Heat shock gene 
overexpressing, 427 
transcript levels, 423 
transcriptional activation, 426/ 

Heating, relative change in skin, muscle, 
and tumor blood flow, 290/ 

Helmholtz coils, EMF for soft-tissue 
healing, 278 

High-current configurations, childhood 
cancer risk, 20 

Higher order harmonics, nonlinear loads, 
236-237 

Hip collapse, treatment, 267-269 
Homing and navigational behavior, magnetic 

effects, 368 
Homing animals, magnetic variations, 371 
Honeybee 

magnetic effects on behavior, 369f 
magnetoreception, 385 
oscillating magnetic fields, 371-372 
threshold level of static magnetic 

intensity perception, 371 
threshold sensitivity to weak DC and 

magnetic anomalies, 372/ 
Hormone binding, change in conformation of 

PTH receptor, 440 
Hot wire, residential single-phase wiring, 

241 
Household wiring, magnetic fields, 18 
Human brain 

environmental magnetic stimuli, 374 
epilepsylike activity, 374 
exposure to magnetic pulse, 382/ 
TEM images of magnetite and maghemite 

crystals, 383/ 
Human magnetoreception, 374 
Hybrid shielding, combination of active and 

passive, 247 
Hydroxyi radical, DNA damage, 462 
Hyperfine coupling (HFC), Zeeman 

interactions, 402-405 
Hyperthermia 

cancer treatment, 287-296 
effect of flood flow, 289/ 
effectiveness for treating cancer, 295 
heating methods, 288 
synergistic effect with chemotherapy, 288 

I 

Impermeant molecules, 
electric-field-stimulated uptake, 89 

In vitro dosimetry, cell and tissue 
cultures, 60-63 

In vivo electric fields, direct measurement 
using microelectrodes, 111-121 
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Induced current 
cancel or reduce applied field, 248 
shielding effect, 245, 250 

Induced current densities 
calculation, 52 
externally applied fields, 51 

Induced current directions, ellipsoidal 
proximation to a human, 52/ 

Induced electric field, biological effect, 
66 

Induction heating 
exposure to RF fields, 26 
power-frequency magnetic fields, 23 

Industry-based studies, leukemia mortality, 
211 

Infrared (IR) radiation, human health, 27 
Inhibitory feedback pathway, possible 

commonality, 433 
Initiation, definition, 226 
Initiation-promotion studies 

leukemia, 228 
liver cancer, 231 
mammary cancer, 228-230 
skin tumor, 230-231 

Injection locking of pacemaker cells, AC and 
DC magnetic fields, 51 

Injury currents, electrode penetration, 116 
Intensity windows, biological MF exposure 

experiments, 414-415 
Interaction candidates, magnetic and 

electric field, 91* 
Interaction mechanisms, possible, 91-93 
Intercellular pathways, transdermal 

transport, 308 
Interference, change in molecular number due 

to non-EMF influences, 86 
Interstitial electromagnetic (EM) heating 

ferromagnetic seed implants, 293 
microwave technique, 292-293 
microwaves and lower-frequency RF energy, 

292 
resistive heating, 292 

Ion-binding sites, occlusion and signaling, 
347 

Ion-pump enzyme, 
Na+ZK -̂adenosinetriphosphatase, 
339-347 

Ion activation hypothesis, inhibition and 
stimulation, 344 

Ion channel, magnetosome, 387 
Ion concentration gradient, plasma membrane, 

110 
Ion fluxes, electric-field-stimulated, 343/ 

Ion parametric resonance 
direct magnetic field-biochemical 

interaction, 69-71 
fit of neurite outgrowth (NO) data, 70/ 

Ion resonance frequencies, DC magnetic flux 
densities, 71* 

Ionic currents 
multicellular animal tissues, 112*-115/ 
transcellular and multicellular, 110 

Ionic transport, membrane discharge, 304 
Ionizing radiation, source and effect, 2 
Iontophoresis 

electric fields for enhanced transdermal 
drug delivery, 308 

transdermal drug delivery, 302 

J 

Job classifications, magnetic field workday 
means, 214/ 

Κ 

κΤ problem, low-level EM fields, 6 

L 

Lasers, optical radiation, 27 
Leukemia 

case-control study, 210 
dose response, 163-165* 
electrical workers, 22, 209, 211 
intermittent (switched) fields, 212 
occupational exposures, 171-176, 210, 212 
population-based case-control study, 211 
power lines, 4 
residential exposure to EMF, 160*, 162*, 

164 
sinusoidal magnetic fields, 228 

Life-span study, spontaneous carcinogenic 
effect of magnetic fields, 227 

Lifetime exposure, correlation to spot 
measures, 163 

Ligaments, noninvasive EMF technology, 
280-281 

Ligand binding, possible modification, 443 
Light—dark cycle, melatonin, 452—454 
Lightning, electromagnetic power, 38-39 
Lipids, primary constituent of biological 

barriers, 305-306 
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Litigation, deterrent to use of PEMF, 271 
Liver cancer studies, preneoplastic lesions 

in rats, 231 
Local electromagnetic (EM) heating, 

mechanisms, 291-293 
Loggerhead turtle hatchlings, magnetic 

compass response, 370 
Long-chained biradicals, behavior, 407-408 
Long-range navigation (LORAN) system, 

sources of public exposure, 25 
Low-energy electromagnetic fields (EMF), 

biological effects, 437-448 
Low-frequency electric fields 

binding of activating ions, 7 
ODC activity, 7 

Low-frequency electromagnetic fields (EMF) 
calcium activity within cells, 349-363 
epidemiological studies, 4 

Low-frequency magnetic fields 
effect on Na+/K+-ATPase activity, 

3 4 4 - 3 4 6 
management strategies, 235 

Luteinizing hormone-releasing hormone 
(LHRH), increase in transport, 309 

Lymphoma, time in specific jobs, 212 
Lymphoma cells, enzyme activity, 325 

M 

Magnetic crystals, interaction with 
surrounding tissue, 69 

Magnetic field (MF) 
associated with two long conductors, 237/ 
breast cancer in men, 180 
consequences on human health, 99-107 
distribution from transmission lines, 

41-43 
Earth, 5 
effect on animals, 367-368 
effect on Na+/K+-ATPase activity, 

344-346 
hypothetical interactions, 107 
inside bodies, 5 
life-span skin carcinogenicity study, 

230-231 
management strategies, 235 
medical applications, 27-29 
mitigation strategies, 235-257 
passive shielding mechanisms, 244-245 
preneoplastic lesions in rats, 231 
quantifying shield performance, 242-244 

search for surgically noninvasive methods, 
262 

shielding basics, 242 
sources, 240-242 
sources in residences, 198/ 
spatially uniform, 71-73 
three-way switch, 200/ 
typical exposure, 50/ 
variability caused by catenary current 

over time in an Amtrak train, 43/ 
variation of %mass, 429/ 

Magnetic field (MF) amplitudes, measurement, 
73 

Magnetic field (MF) coupling to biological 
systems, two-stage model, 399-400 

Magnetic field (MF) dosimetry, 
low-frequency, 64-73 

Magnetic field (MF) effect 
biochemical and related in vitro 

reactions, 408-410 
mathematical model, 404 

Magnetic field (MF) exposure 
adverse health effects, 416 
assessment, 191-220 
dependence on distance and type of 

equipment, 389/ 
homogeneity by type of occupational 

grouping, 219* 
occupational, 206-207 
percent of work time above threshold, 217* 
power-line frequencies, coupling to 

biological systems, 37-53 
spot measurements within electrical 

occupations, 216 
Magnetic field (MF) interactions, mechanical 

perturbation of cell membranes, 89 
Magnetic field (MF) shielding 

classification strategies, 246/ 
practical considerations, 254 

Magnetic flux intensity, function of 
distance from various sources, 41/ 

Magnetic interaction mechanisms, 
RPM-mediated MF effects, 416 

Magnetic lévitation (maglev) train, magnetic 
fields, 44 

Magnetic particles, leukocytes and other 
human tissue, 52-53 

Magnetic resonance imaging (MRI) 
biogenic magnetite, 387-388 
diagnosis technique, 28-29 
equipment, active cancellation, 255 

Magnetic sensor, energy threshold, 432 
Magnetic shielding 
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classification, 245-256 
nested layers of magnetic materials with 

air gaps, 253 
Magnetic silencing, multiple-coil systems on 

naval vessels, 255 
Magnetically induced electric field, 

orientation of culture vessel, 65/ 
Magnetically levitated vehicles, high public 

exposures, 16 
Magnetite 

crystal lattice, 376-377, 379, 380/ 
intracellular transduction mechanism for Β 

field perturbations, 462 
magnetic properties, 376 
nervous system of vertebrates, 368 

Magnetite biomineralization 
evolution, 378/ 
humans, 381 
organisms, 376 

Magnetite crystal, electron diffraction 
pattern, 384/ 

Magnetite-mediated pore creation hypothesis, 
uptake into cytoplasm of cells, 89 

Magnetization, ferromagnetic materials, 244 
Magnetochemical effects, mathematical 

models, 396 
Magnetofossils, oceanic sediments, 376 
Magnetointensity, perception, 370-372 
Magnetokinetic effects, radical pairs, 

395-417 
Magnetoreception 

biophysics, 374-387 
experimental evidence, 368-374 
eyes, 456, 461 
honeybee, 385 
human, 374 
magnetite-based, 381-385 
sensory perception of geomagnetic field, 

367-390 
vertebrates, 385 

Magnetosome 
biological effects, 387-388 
mechanically sensitive transmembrane ion 

channel, 375/ 
threshold level for biological effects, 

389 
Magnetotactic organism, TEM images of 

single-domain magnetite, 379/ 380/ 
Magnetotactic response 

bacteria and protozoans, 368 
ferromagnetism, 382-383 

Mammalian cells, effect of RFER, 467-476 
Mammary carcinogenesis 

chemical carcinogen plus EMF, 232 

promotion in rats, 460 
treatment with DMBA, 229-230 

Mammary gland tumors, rats exposed to 
magnetic field, 228-230 

Man-made electromagnetic environment, 
characteristics, 59 

Marine mollusks 
magnetic compass response, 370 
magnetite, 376 

Measurement process, schematic illustration, 
81/ 

Mechanical interference, normal tissue 
strain, 88-89 

Melatonin 
changes in presence of EMF, 181 
combined time-varying Ε and Β field 

effects, 460-461 
influence on immune response, 182 
inhibitor of tumor growth, 462-463 
light and darkness, 451—452 
mechanism of induced suppression by Ε 

fields, 455 
time-invariant (static) Β field effects, 

456-459 
time-varying Β field effects, 459-460 
time-varying Ε field effects, 454-456 
twenty-four-hour rhythms, 453/ 

Melatonin suppression 
consequences, 462-463 
time-varying and time-invariant 

electromagnetic fields, 451—463 
Membrane cation permeability 

lack of RFER frequency specificity, 471 
transport and binding, 469-472 

Membrane conformations, relevant to 
electroporation, 303/ 

Membrane fluidity, association kinetics of 
protein components, 444 

Membrane ion channels, athermal interactions 
of RFER with biomolecules, 473 

Membrane potential perturbation, 
ELF-field-induced, 352 

Membrane signal-transduction mechanisms, 
low-energy electromagnetic fields, 
437-448 

Membrane signal-transduction systems, 
receptor-mediated, 438-442 

Membrane structure, heat, 433 
Memory, network theory in neural networks, 

359-361 
Meningiomas, no association with EM 

exposure, 170 
Micellar supercage effects, interface 

phenomena, 406 
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Microorganisms, compass effects, 368-369 
Microscopic measurements, determining fields 

at cellular level, 133-136 
Microwave(s), possible damaging effects, 158 
Microwave fields, amplitude-modulated, 322 
Microwave radiation, spectrum, 2 
Migrating animals, magnetic variations, 371 
Mitochondrial enzymes, RFER 

frequency-dependent effects, 472 
Moist bone, macroscopic stress-generated 

potentials, 128-129 
Mole rats, magnetic compass response, 370 
Molecular chaperones, transport, 

translocation, and folding of proteins, 
425 

Molecular interaction mechanism, effect of 
RFER on membrane cation transport, 471 

Molecular transport 
lipid-based barrier, 306/ 
small transmembrane voltages, 310 

Multicell stimulation hypothesis, 
communication among a group of cells, 
333 

Multigenerational study, magnetic fields and 
malignant lymphoma, 227 

Multiple-layer shields, conducting and 
magnetic materials, 253 

Muscle 
chronic electric stimulation of protein 

synthesis, 147-150 
electric stimulation of protein synthesis, 

143-152 
noninvasive EMF technology, 280—281 
nonjunctional properties, 281 
stress proteins and fiber types, 151 

Muscle cells 
fields produced, 103/ 
frequency spectra associated with action 

potential, 103/ 
Muscle contraction times, electric 

stimulation, 149* 
Muscle fiber types, skeletal, 146 
Muscle tissue, electromagnetic skin depth, 

75/ 
Mutation, endogenous electric field, 116, 

118/ 
Myosin heavy chain (MHC) isoforms, relative 

amounts in muscles, 149* 

Ν 

Na+/K+-adenosinetriphosphatase 
(Na+/K+-ATPase) 

cell membranes, 339-347 
effects of AC electric fields on activity, 

341-344 
effects of AC magnetic fields on activity, 

344-346 
ion-pump enzyme, 340 
molecular model for EMF effects, 347 

Neoplastic cell transformation, 
low-intensity RFER exposure, 469 

Nerve cells 
fields produced, 103/ 
frequency spectra associated with action 

potential, 103/ 
Nerve regeneration 

animal models, 282-283 
EMF technology, 281-283 
guinea pig spinal cords, 120-121 
stimulation factors, 283* 

Nerve units, magnetite-bearing tissues, 368 
Nested case-control study, leukemia and EMF 

exposure, 173-174 
Network theory, developments, 359-361 
Neural firing pattern, frequency components, 

105-106 
Neuroblastoma mortality, parental 

occupational exposures, 209-210 
Neurons, interactions between thick and thin 

filaments, 147 
Neurulation, endogenous electric fields, 

116,118 
Neutral wire, residential single-phase 

wiring, 241 
Newts, magnetic compass response, 370 
Nitric oxide, gaseous free radical, 413 
Nitric oxide synthase, characterization, 

413-414 
No-flow boundary condition, bone surface, 

135 
Noise 

chick embryos, 326-331 
relationship to temporal coherence, 326 

Nonexcitable cells, calcium channels, 
356-358 

Noninvasive sampling, biochemical assays, 
310-311 

Nonionizing electromagnetic fields (EMF), 
possible damaging effects, 158 

Nonlinear calcium oscillations, calcium 
conductance, 358 

Nonlinear loads, power system, 236-237 
Nonspecific inhibitors, effectiveness, 345 
Nonthermality, bioelectromagnetic 

experiments, 398 
Normal cortical bone 
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492 ELECTROMAGNETIC FIELDS 
macroscopic S Ρ and currents, 129-130 
SP normalized to periosteal strain as 

function of frequency, 130/ 
Nuclear-electronic hyperfine interaction, 

modulation, 402 

Ο 

Occupation of father, risk of childhood 
cancers, 166 

Occupational exposure 
brain cancers, 167-171 
distribution of 10-s EMDEX measurements, 

215/ 
ELF fields, 21-24 
EMF related to breast cancer, 180* 
field levels, 213/ 
high-voltage power, 157-158 
imprecise measure, 184 
jobs at Southern California Edison, 212* 
magnetic fields, AMEX exposure data, 218* 
misclassification, 168 
power-frequency magnetic fields, 23 
power lines, 4 
RF fields, 26 

Off-resonance conditions, neurite outgrowth 
(NO) data, 71/ 

Office of Technology Assessment, prudent 
avoidance, 8-9 

Oncogenes, stress-induced proteins, 433-434 
Optical pumping 

charge-transfer reactions in organic 
molecules, 368 

experimental evidence, 386-387 
theory, 385-386 

Optical radiation, man-made sources, 27 
Optimal frequencies, correlations with 

reaction rates, 345-346 
Ornithine decarboxylase (ODC) activity 

coherence time of impressed field, 322/ 
electromagnetic noise field, 325/ 
EM fields, 7 
exposure to EM noise fields, 324/ 
exposure to sinusoidal fields with EM 

noise superimposed, 324/ 
Osteoarthritis 

cartilage SP, 138 
future applications of PEMF, 271-272 

Osteoblast 
effects of low-energy EMF on 

signal-transduction pathways, 447/ 
major signal-transduction pathways, 441/ 

regulatory agents exert their effects on 
bone, 440 

Osteoblastic cells 
calcium transient activity, 362/ 
collective oscillations and concomitant 

single-cell spiking, 360/ 
Osteoblastlike cell, current-voltage curves 

for whole-cell currents, 357/ 
Osteocytes, diagram, 266/ 
Osteogenesis imperfecta, future applications 

of PEMF, 271 
Osteonecrosis 

treatment, 267-269 
X-ray of hip, 268/ 

Osteonecrosis pulse, PEMF pattern, 268-269 
Osteoporosis 

future applications of PEMF, 269-271 
SP relaxation times, 132-133 

Osteosarcoma cells, inhibitory effect of ELF 
field exposure, 356/ 

Osteotomy, SP magnitude, 131-132 

Ρ 

Pair recombination, spin-correlated members 
of an RP, 405 

Parathyroid hormone (PTH) 
control of osteoblasts, 440 
phospholipase C activation, 440 

Parathyroid hormone (PTH) receptor 
desensitization, possible molecular 
mechanism, 448 

Passive shielding 
basic types, 246 
flat sheet of material as shield, 255/ 
flux shunting, 248 
induced currents, 248-253 
mechanisms, 247-254 
multiple-layer shields, 253 
passive wire loop, 247/ 
response to applied field, 245 

Patch-recording techniques, small 
nonexcitable cells, 356 

Peak exposures, leukemia, 175 
Periodic waveform of flux density, 237/ 
Periosteal strain, current densities, 130 
Permeability, function of magnetic field, 

248 
Permeability curve, function of magnetic 

field strength, 250/ 
Personal exposure 

correlation between visits, 205-206 
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means per residence, EMDEX Project 
Residential Study, 203/ 

Perturbed geomagnetic fields, 
melatonin-forming ability of pineal 
gland, 456 

Phosphorylation, signal transduction, 442 
Physiological stress, identification 

mechanisms, 425 
Piezoelectric potentials 

connective tissues, 125-140 
dry bone, 127-128 

Pineal gland 
melatonin production, 451 
melatonin synthesis and secretion, 452-454 

Pineal melatonin changes, Β field inversion, 
457-459 

Pineal melatonin cycle, newborn animals, 455 
Pineal metabolic activity, electromagnetic 

field wavelengths, 454 
Pituitary tumors, melatonin regulation of 

cell growth, 181-182 
Plasma membrane 

impedance, 352 
ion concentration gradient, 110 

Plumbing 
grounding current, 46/ 
source of magnetic fields, 44-46 

Polarizing tissues, electromagnetic fields, 
121 

Population-based studies, occupational MF 
exposure, 207-211 

Pores, bilayer membranes, 302-305 
Power distribution lines, childhood cancer 

risk, 19-21 
Power emitted from natural sources as a 

function of frequency and standard 
exposure limits, 38/ 

Power line(s) 
electric potential produced in tissues, 

438 
source of externally generated EM fields, 

40-43 
Power-line and grounding system residential 

fields, median and top values, 201/ 
Power-line configurations, electric fields, 

42 
Power-line field data, stand-alone recorder 

(STAR) MF meters, 198-199 
Power transmission frequencies, biological 

effect of radiation, 2-3 
Promotion, definition, 226 
Proportionate mortality ratio (PMR), 

occupational MF exposure, 208 

Prosthetic devices, small permanent magnets, 
28 

Protein distribution pattern in muscle, 151 
Protein kinase C (PKC), translocation 

response, 122 
Protein pattern, EM field exposures and heat 

shock, 427 
Protein surface charge, molecular 

conformation, 346 
Protein synthesis 

distribution of mass as a function of 
isoelectric point, 429/ 

distribution of mass as a function of 
molecular weight, 428/ 

effects of EM fields, 428 
electric and EM stimulation, 150—152 
frequency of stimulation, 152 
in muscle, electric stimulation, 143—152 
low-frequency EM fields, 8 

Prudent avoidance, Office of Technology 
Assessment, 8-9 

Psychological conditioning techniques, 
magnetic effects, 368 

Public exposure, RF fields, 26-27 
Pulsed electromagnetic fields (PEMF) 

biomechanisms and coupling mechanisms, 
263-267 

care of fractures failing to heal, 263 
frequencies, specific pulses, 268-269 
history and efficacy, 261-273 
how treatment is prescribed, 267 

Pulsed magnetic fields, lymphoma 
development, 228 

Pulselike action potential, modeling, 
104-105 

Pyrene-dimethylaniline system, lowest 
effective MF intensity, 404 

R 

Radar units, exposure to RF fields, 26 
Radical pair (RP), magnetokinetic effects, 

395-417 
Radical pair (RP) electron-spin states, 

energy variation with increasing 
magnetic flux densities, 403/ 

Radical pair (RP) lifetimes, cage effect, 
404-405 

Radical pair mechanism (RPM) 
biological MF effects, 395 
geomagnetic flux densities, 398-399 
introduction, 400-401 
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nonthermal MF effects on biological 
systems, 415 

possible role, 410 
proposed temporal sequence of events 

during magnetic field coupling to 
cellular systems, 399/ 

role in biological MF interactions, 396 
Radical pair (RP) recombination 

applied MF effect, 407/ 
functional role in biological systems, 

410-411 
spin-correlated radical pairs, 401-402 

Radical-radical reactions, 408 
Radical species, effect on chemical 

reactivity, 401 
Radio-frequency and microwave dosimetry, 

survey, 73-75 
Radio-frequency (RF) electromagnetic fields, 

sources and applications, 24-27 
Radio-frequency electromagnetic radiation 

(RFER) 
athermal effects on cellular processes, 

476 
effects on mammalian cells and 

biomolecules in vitro, 467-476 
membrane-ion channel effects, 475* 
molecular-biochemical effects, 472-473, 

474* 
Radio signals, sources of public exposure, 

25 
Radiotelephones, exposure to RF fields, 

25-26 
Railway industry, risk of breast cancer in 

men, 180 
Railway trains, high levels of magnetic 

fields, 181 
Random digit dialing, selection of controls, 

160-161 
Random fluctuations, molecular numbers, 85 
Rapid-transit systems, EM fields, 9 
Reactive nitrogen intermediates, 413-414 
Reactive oxygen intermediates (ROI) 

generation of phagocytic and nonphagocytic 
cells, 412 

modulators of signal transduction events 
and gene expression, 412—413 

potential cell-damaging effects, 411-412 
Receptor(s) 

biochemical types, 439 
rate or pattern of phosphorylation, 445 
signal-transducing activity and 

ligand-binding properties, 439 
Receptor-mediated signal transduction, cell 

membrane, 438-442 

Regeneration, guinea pig spinal cords, 
120-121 

Regional electromagnetic (EM) heating 
electric field, 293-294 
magnetic field, 294 

Replicability, problems, 220 
Reproductive effects, possible toxic 

exposures, 184-187 
Residential EMF exposure 

adult cancers, 166 
childhood cancers, 158-166 

Residential exposure 
brain cancers and leukemias in children, 

183-184 
electric field levels, 48* 
elevated risk of cancer, 20-21 
ELF fields, 18-21 
magnetic field(s), electric wiring 

configurations, 193 
magnetic field and ambient field, 46/ 
magnetic field measurements, 49/ 
RF fields, 26-27 

Residential grounding system, example, 199/ 
Residential magnetic fields, return current 

on water pipes, 242 
Residential power lines, childhood cancer 

risk, 19-21 
Resonancelike intensity, biological MF 

exposure experiments, 414-415 
Risk assessment 

elements, 193/ 
limitations of animal studies, 226 

RNA polymerase, frequency optimum for 
magnetic field effects, 7 

Robins, magnetic compass response, 370 

S 

Salivary gland cells, stress-response 
mechanism, 144-145 

Salmon fingerlings, magnetic compass 
response, 370 

Salmonoid fish, magnetite, 377-378 
Sample extraction, nonselective, 311 
Schumann resonance phenomenon, source and 

frequency, 14,16 
Secretory cells, calcium dynamics, 354 
Sensitivity to change, biological system, 

80-81 
Sensory perception, geomagnetic field, 

367-390 
Serotonin, metabolic conversion to 

melatonin, 452-453 
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Shaking, to enhance shielding effectiveness, 
247 

Shield design, keys, 257 
Shield performance, continuity, 254/ 
Shielding, ferromagnetic materials, 244 
Shielding factor 

calculated, 251* 
definition, 242, 244 
two-dimensional simulation, 252/ 

Signal detection system, cells in 
cylindrical pattern, 359 

Signal-to-noise dilemma, 319-337 
cell cultures, 323-326 
chick embryos, 326-331 

Signal-to-noise ratio (S/N) 
causality of bioelectromagnetic effects, 

79-94 
competing influences, 81 
design of in vitro experiments, 86-87 
molecular basis, 84—86 
physical basis, 82—84 
uptake of foreign molecules, 88 

Signal transduction 
bone, effects of EMF, 445-447 
electric and magnetic field, 339-347 
EM fields, 6-7 
phosphorylation, 442 
processes in cell membrane, 264-265 

Signal-transduction pathway 
nuclear responses to growth factors and 

cytokines, 433 
potential interactions of EMF, 443-445 

Singlet-triplet intersystem crossing, 
subsequent to RP formation, 402 

Sinusoidal electromagnetic fields (SEMF), 
effectiveness, 283 

Skeletal muscle, structure and function, 
145-147 

Skin cancer, exposure to sunlight, 2 
Skin flaps, tissue models for wound healing, 

279 
Skin tumor models, promotion after 

initiation with DMBA, 230-231 
Skin tumor study, exposure to magnetic 

fields, 228 
Smoking by parents, risk of childhood 

cancers, 166 
Soft tissue(s), future applications of PEMF, 

272 
Soft tissue healing, use of EMF, 277-284 
Soft tissue sarcomas, electrical workers, 

182 
Solid tumors, electrochemotherapy, 305-306 
Spacing, reduction of magnetic field, 241 

Spatial coherence 
applied noise and thermal noise, 332-334 
externally applied fields, 336 
response to exogenous EMF, 332-333 

Specific absorption rate (SAR), limits of 
human exposure, 25-26 

Spiking patterns, Hebbian learning theory, 
360 

Spin-correlated radical pairs, radical pair 
recombination, 401-402 

Spin evolution, prevent RP recombination, 
402 

Spin-orbit coupling (SOC), orbital motion of 
the electron itself, 402 

Spontaneous abortions 
electric heating in the ceiling, 185 
electrically heated beds and blankets, 185 
video display terminals (VD1), 186 

Spot measurements, long-term stability, 204 
Stability, effect on studies, 161 
Static electric and magnetic fields 

man-made sources, 16 
natural origin, 14-16 

Static electric field, chemical separations, 
16 

Static magnetic field (MF) 
biochemical and related in vitro 

reactions, 409* 
melatonin-forming ability of pineal gland, 

456 
use in technologies, 16 

Stimulated uptake hypothesis, extremely 
small cell alteration probabilities and 
rates, 89 

Stratum corneum (SC), rate-limiting barrier 
to molecular transport, 308 

Streaming currents (SC), source, 126-127 
Streaming potential (SP) 

bone structure and composition, 133 
connective tissues, 125-140 
microscopic potentials and models, 133-136 
models for generation, 126/ 
source, 126-127 
theory and predictions, 128-129 

Stress-generated fields 
cartilage, 136-139 
tendon, 139 
trabecular bone, 136 

Stress-generated potentials 
connective tissues, 126 
ranges of physiological electric field 

magnitudes, 125 
Stress-induced proteins 

biological effects, 421 
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oncogenes, 433-434 
transport, translocation, and folding of 

proteins, 425 
Stress response 

biosynthetic, 423-434 
initiating stimuli, 425 
muscle following electric stimulation, 

150-152 
Stress-response system 

cells, 144-145 
EM fields, 8 
overexpression of genes, 427 

Study design, occupational exposure to EMF 
and leukemia, 172*-173f 

Sub-radio-frequency electric and magnetic 
fields, exposure sources, 17-24 

Sub-radio-frequency VF and VLF fields, 
sources of human exposure, 24 

Supercage, RP enclosed in micelles, 406 
Superconducting quantum interference devices 

(SQuIDs), sensitive magnetometer, 378 
Surface charge, role in active ion 

transport, 346-347 
Surgically noninvasive method, treatment of 

fractures, 262-263 

Τ 

Task-weighted mean magnetic field (MF) 
exposure, 216t 

Telephone workers 
cohort studies, 176-179 
rapidly changing magnetic fields, 181 

Television signals, sources of public 
exposure, 25 

Telluric fields, source, 14 
Temporal coherence studies 

ELF fields, 321-322 
microwave fields, 322-323 
relationship to noise, 326 

Tendon 
noninvasive EMF technology, 280-281 
stress-generated fields, 139 

Therapeutic pulsed field devices, frequency 
content, 59-61 

Thermal noise, spatial coherence, 332-334 
Thermal sensor, response from magnetic fi< 

sensor, 432 
Thresholds, physical and molecular 

estimates, 92-93 
Time-varying and time-invariant 

electromagnetic fields, melatonin 
suppression, 451-463 

Time-varying capacitative fields, search for 
surgically noninvasive methods, 262 

Time-varying electric and magnetic fields, 
source, 14 

Tissue calcium, role in transducing effects 
of exposure to low-frequency EMF, 
349-363 

Tissue electric properties, PEMF signal 
specificity, 272-273 

Tissue electroporation 
lipid-containing barriers, 305-306 
localized drug delivery, 301-313 

Toxic chemicals, exposure to electric and 
magnetic fields, 87 

Trabecular bone, stress-generated fields, 
136 

Traffic density, risk of childhood cancers, 
166 

Transcellular current 
extremely low frequency current densities, 

99 
membrane impedance, 101 

Transcription 
electric and magnetic field stimulation, 

432 
magnetic and electric fields, 8 

Transcription and translation, stimulation 
via excitatory and inhibitory stress 
pathways, 431/ 

Transdermal drug delivery 
insignificant damage, 312 
iontophoresis, 302 
tissue electroporation, 308-310 

Transduction mechanisms, biophysical 
aspects, 317 

Transepithelial potential (TEP) 
chick embryo, 116-117/ 
measurements in axolotl neurula, 119/ 

Transient activation, PKC activity, 446 
Transient aqueous pore model, 

electroporation, 304 
Transient magnetic field 

chemical-induced mutations, 88 
stimulated uptake by cells, 89 

Transient source, dimmer switch, 90 
Transmembrane potentials 

electrically active cells, 103 
ELF EM fields, 424 

Transmission lines 
description, 40-41 
exposure to ELF fields, 17-18 
maximum electric field intensities at 

midspan, 41/ 
Transtissue electrical resistance, evidence 

of structural changes, 309 
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Trigeminal nerve, electrophysiological 
search, 372 

Tritonia diomeda, magnetic compass response, 
370 

Troponin Τ isoforms, distribution in muscle, 
148/ 

Trout, trigeminal ganglion, 373 
Tryptophan metabolism, in the pineal gland, 

454/ 
Tumor(s), RF-induced hyperthermia, 28 
Tumor development, spontaneous, 227-228 
Tumor-producing effects, continuous and 

intermittent magnetic fields, 230 
Tumor promotion, RFER-induced alterations in 

cell proliferation, 469 
Tumor suppressor, RB gene product, 443 

U 

Ultraviolet (UV) and visible radiation, 
visual and dermal interactions, 27 

Unidirectional pulse and spectral envelope, 
61/ 

V 

VDU screen, broad spectrum of nonionizing 
fields, 24 

Venous ulcers, noninvasive EMF technology, 
280 

Vertebrate(s) 
magnetoreception, 385 
optical pumping, 386-387 

Vertebrate neurophysiology, 
magnetite-bearing tissues of ethmoidal 
region, 372-374 

Vibrating-probe technique, small steady 
ionic currents, 110—111 

Visual system, influence on animal behavior, 
386 

Volumetric heating, highly penetrating 
methods, 294 

W 

Water system, low-impedance electric path, 
242 

Waveform 
induced by magnetic field, 264/ 
magnetic field frequency components, 238/ 
undeformed bone, 264/ 

Welding machines, power-frequency magnetic 
fields, 23 

Wertheimer-Leeper code, summary of criteria, 
194/ 

Whole-body electromagnetic (EM) heating, 
metastatic tumors, 294-295 

Wire code 
childhood cancer risk, 19-21,159 
data reanalysis, 196 
exposure assessment, 197 
home electric wiring configuration, 193 
relationship with average spot-measured 

field, 195 
Savitz-Kaune, 196* 
simplified, 163 
statistically significant trend for 

cancer, 195 
Wiring, magnetic fields, 18 
Wiring configurations, risk of childhood 

cancer, 159 
Wound(s) 
effect of endogenous fields on healing, 

119-120 
effects of PEMF treatment, 280 

Wound healing, use of EMF, 279-281 

Ζ 

Zeeman splitting effect, triplet sublevels, 
403-404 
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